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Updating Guidance, Methods, and Techniques for 

Integrated System Validation 

John O’Hara 

Brookhaven National Laboratory 

New York, 11779 

ohara@bnl.gov 

One key aspects of the U.S. Nuclear Regulatory Commission’s human factors engineering (HFE) 

safety review is integrated system validation (ISV).  ISV as an evaluation using performance-

based tests to determine whether an integrated system design (i.e., hardware, software, and 

personnel elements) meets performance requirements and supports safe operation of the plant.  

NUREG-0711 provides review criteria for evaluating an applicant’s ISV.  The objective of the 

research reported here is to identify issues with ISV and suggest modifications and new guidance 

to address them.  We evaluated nuclear industry ISV experience, technical literature on test and 

evaluation of complex system, and HFE standards and guidelines. This information was used to 

identify issues and promising approaches to address them.  Most of the ISV issues involved 

knowledge gaps where additional guidance is needed in specific aspects of ISV methodology, 

such as scenario identification and performance measurement.  In addition, we identified several 

high-level issues that have implications across many or all aspects of ISV methodology.  They are 

alternative approaches to ISV, differences between new designs and plant modernizations, 

validating designs representing new concepts of operations, and grading the ISV effort. 

1 Introduction 

The United States (U.S.) Nuclear Regulatory Commission (NRC) performs human factors engineering 

(HFE) reviews of applicant submittals for new plants and for changes to existing plants.  The reviews 

include the evaluation of the methods and tools (M&Ts) used by applicants as part of their HFE programs 

(NRC, 2007).  HFE M&Ts are rapidly evolving.  A study by the National Academy of Sciences 

concluded that advances in the M&Ts used by HFE professionals are revolutionizing the ways personnel 

are integrated into complex systems (Pew & Mavor, 2007).  These advances in M&Ts are impacting HFE 

programs in the commercial nuclear industry as well (O’Hara, 2010; O’Hara et al., 2009). 

As new M&Ts are adopted for use in the commercial nuclear industry, the NRC staff will need up-to-date 

review guidance to determine that the M&Ts are being used appropriately.  In light of their importance to 

both design and safety evaluations, the NRC conducted evaluations of HFE M&T developments in the 

nuclear industry and identified 11 topics for potential new guidance development (O’Hara et al., 2009; 

O’Hara, 2010).  These 11 topics were then prioritized, again using a “Phenomena Identification and 

Ranking Table” methodology to identify those of greater importance with respect to regulatory activities 

(Molino & O’Hara, 2010).  The topics were evaluated by five subject matter experts (SMEs) along two 

dimensions:  importance to regulatory review and the immediacy of the need for guidance.  Using this 

methodology the highest priority topic was integrated system validation (ISV).   

NUREG-0711 defines ISV as an evaluation using performance-based tests to determine whether an 

integrated system design (i.e., hardware, software, and personnel elements) meets performance 

requirements and supports the plant’s safe operation  (O’Hara, Higgins, Fleger, & Pieringer, 2012).  The 

NRC uses the review criteria in NUREG-0711 to evaluate the applicant’s detailed methodological for 

performing ISV, including: the validation team, test objectives, testbeds, plant personnel, performance 

measurement, test design, data analysis and human engineering discrepancy identification, and validation 

conclusions.  An important input to ISV is another aspect of verification and validation which we call the 

“Sampling of Operational Conditions” (SOC). The review criteria for SOC verify that an applicant’s 

scenarios (1) include conditions representative of the range of events that could be encountered during the 

Appendix C - 16



2 

plant’s operation, (2) reflect the characteristics expected to contribute to variations in performance, and 

(3) consider the safety significance of human-system interfaces (HSIs).  The review criteria for ISV (and 

SOC) were originally developed in 1997 (O'Hara et al., 1997) and, although they have been periodically 

updated, no additional research has been conducted to address ISV since its original development..  Thus, 

it is not surprising that it was identified as a priority topic. 

2 Objectives and Methodology 

The objective of this research is to develop HFE review guidance for ISV by updating existing guidance 

currently contained in NUREG-0711 and preparing new guidance as necessary.  The research reported in 

this paper is the first step in the process; i.e., to identify the aspects of ISV that need to be updated and to 

identify the technical basis available to support guidance development. This paper will summarize the 

findings.  Readers wishing additional detail are referred to O’Hara (2014).  ISV guidance needs and the 

technical bases to address them were identified from evaluations of nuclear industry ISV experience, 

general technical literature, and standards and guidelines.  The general findings from each are 

summarized in Section 3.  Section 4 will present the technical issues and recommendations. 

3 Results 

3.1 Nuclear Industry ISV Experience 

We evaluated industry ISV experience in three categories: plant modernizations, new plant designs, and 

NRC reviews of ISV implementation plans.   While many, if not most, of the ISVs that have been 

performed used the NRC’s guidance, there has been interest in examining alternatives approaches.  One 

such alternative is a phased approach (e.g., Malcolm et al., 2000) where ISV is performed is stepwise 

fashion as the design is developed rather than a single evaluation at the end of design.   

Much of the industry experience has focused on challenges and the needs for additional guidance in 

specific areas of ISV methodology.  The topics most often identified are: 

 ISV challenges that are unique to plant modifications rather than new designs.

 The need to expand the scope of ISV to include evaluations of specific design features, such as

automation, alarms, group view displays, computer-based procedures, and controls.

 Determining how much testing to do.

 Designing scenarios; specifically how to identify scenarios and determining how many are necessary.

 Challenges posed by working with simulators, e.g., changes to simulators, competing demands for

use of the simulator, simulator functionality and completeness, and crew unfamiliarity with the

simulator.

 Challenges posed by performance measure selection; specifically what to measure, how measure

aspects of performance of interest, and how much measurement should be used.

 Determining how and where to use expert observers and operator comments.

 Challenges posed by acceptance criteria definition; specifically how to establish criteria (especially

for cognitive measures and for opinions and comments from observers and operators).

 Use of benchmark criteria; specifically how to pinpoint when comparisons between a benchmark and

new designs are appropriate (in light of plant changes) and how to interpret the results, e.g., how

much of a difference is a concern.

 Challenges posed by data analysis; specifically how to examine the data obtained across multiple

measures and multiple scenarios, and draw conclusions from them.  Sometimes, interpreting the

results has been challenging for ISV teams.

 Importance of considering cultural and operational differences when attempting to generalize ISV

results from one setting to another, e.g., when a standardized design that has been validated in one
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setting (e.g., in the U.S.) is then built in another setting, such as Korea.  How are the results 

generalized? 

3.2 General Technical Literature 

The general technical literature includes papers on ISV and complex system testing and evaluation that 

address work from the nuclear industry as well as other industries.  We identified several ISV guidance 

needs in the technical literature and potential technical bases for addressing them.  These needs include 

alternative models of ISV, scenario selection and design, performance measures and the development of 

criteria, and data analysis. 

Alternative models of ISV have been proposed, i.e., the phased approach (discussed in Section 3.1), the 

usability approach, and the contextual approach.  These approaches suggest a number of potential ways in 

which ISV guidance can be modified including the expansion of ISV activities beyond a single period of 

testing, expanding the focus to operator interactions with specific aspects of the HSI, and extending the 

assessment of the integrated system to usability and user experience.  

Scenario selection and design is a frequently identified challenge and the guidance provided by edge-

centered testing (Chua and Feigh, 2011; Elm et al., 2008) and by Patterson et al. (2010) may provide a 

methodology to comprehensively address these challenges.  Edge-centered testing is an approach that 

focuses on testing the demanding decision-making situations that constitute the “edge” of a human-

machine system that may represent potential weaknesses. Scenarios are developed to test the edge so that 

weakness in the design can be addressed. 

Perhaps the most often identified challenges to ISV teams pertain to the selection of performance 

measures and the development of criteria to assess the results.  A considerable amount of work has been 

done to define overall performance frameworks and the individual metrics used to assess various aspects 

of performance (e.g., Braarud & Rø Eitrheim , 2013; Ha et al., 2007, 2009; Hsu, Wu, & Lee, 2006; Lee et 

al., 2009; Skranning et al., 2013).  Despite this work, many questions still remain and echo many of the 

challenges already expressed:  

 The use of multiple measures and their relationship to each other

 The role of cognitive measurement in the ISV process

 The selection of specific measures for use in NPP ISV, e.g., the specific instrument used to measure

situation assessment

 The psychometric suitability of measures being used

 The specification of measures to serve as pass/fail criteria

 The development of criteria

3.3 Standards and Guidelines 

HFE standards and guidelines (S&Gs) documents play an important role in the design and evaluation of 

complex systems (Karwowski, 2006).  S&Gs provide users with principles to help ensure that the 

physiological, cognitive, and social characteristics of personnel are accommodated in system 

development.  They also support standardization and consistency of HFE practices.  Many HFE S&Gs are 

developed by professional organizations such as the International Standards Organization (ISO), the 

Institute of Electrical and Electronics Engineers (IEEE), and the International Electrotechnical 

Commission (IEC) using a consensus process.  Consensus S&Gs are periodically updated to keep them 

current with new research and technological developments.  We reviewed approaches to ISV and system 

testing and evaluation from ISO, IEEE, and IEC. Government organizations also develop HFE S&Gs.  

We reviewed the ISV related S&Gs from several organizations, including the Department of Defense 

(DoD), Federal Aviation Administration (FAA), National Aeronautics and Space Administration 

(NASA), and Food and Drug Administration (FDA).  
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Our assessment of the S&Gs varied based of the methodological detail they provided.  Many S&Gs 

provide high-level guidance (or requirements) with little explicit detail.  In such cases, we assessed the 

extent to which the S&Gs are similar to NUREG-0711 in term of general scope and approach.  When the 

S&Gs provide more detail, we compared the guidance to the methodological topics presented in the 

subsection of NUREG-0711’s ISV guidance and organized our evaluation accordingly.  We were 

especially interested in areas where the standards differed from NUREG-0711, since such differences 

may highlight areas where changes or modifications may be needed. 

The S&G documents were largely consistent with NUREG-0711 in their approach to validation.  Many 

S&Gs present high-level requirements for validation and leave the implementation details up to the 

validation team.  There were topics addressed in the S&G’s that provide a potential technical basis that 

can be used to improve NUREG-0711’s ISV guidance.  Examples include: grading or tailoring ISV, 

validating multiple interacting plants and support systems, evaluating maintenance tasks, using diverse 

testbeds, determining sample size, and broadening the conceptualization of performance measures. 

4 Technical Issues and Recommendations  

This section summarizes the main technical issues identified and also some tentative recommendations 

for addressing them using the available technical basis.  Section 4.1 addresses high-level issues that 

capture needs associated with topics not well addressed in the NRC’s current ISV guidance.  Section 4.2 

discusses topics where industry experience has identified a need for additional guidance on the detailed 

aspects of ISV methodology. 

4.1 High-Level Issues 

Alternative Approaches to ISV 

One of the topics identified is whether there are alternatives to the NRC’s approach to ISV.  We identified 

several that may provide a basis for improvements. For example, one alternative is the phased approach to 

validation. Using a phased approach, validations are conducted at various points during the design process 

rather than being a single evaluation when the design is nearly completed. The APWR (Hanada et al., 

2010) and the APR 1400 (Shin et al., 2006) used such an approach.  Designers like this approach because 

it reduces design risk and provides an opportunity to gain confidence in the design. This approach may 

make sense from a regulatory perspective as well.  The ultimate goal of the HFE review is to support 

personnel and public safety.  The earlier issues are defined, the more likely it is that effective solutions 

can be developed to address them.  Malcolm et al. (2000) and, Laarni et al., (2013) provide other 

examples of using phased approaches to ISV, although the phases were defined differently for each.  

Some of the technical issues to be addressed for a phased approach to ISV are: (1) defining how are the 

phases characterized, (2) ensuring that each phase has validation objectives and methods rather than 

design-oriented tests, (3) integrating the validation results across the phases, and (4) using prior ISV 

results from a related, but different designs. 

Usability (Dumas & Salzman, 2006) and contextual (Savioja & Norros, 2013) approaches are also 

alternatives approaches that warrant a closer look.  Each has technical issues, yet may provide insights to 

support ISV improvements.  

New Designs vs Modernizations  

One of the issues identified in a Halden ISV workshop (Braarud et al., 2010) was the need for guidance 

for ISVs of plant modernizations.  Most of the ISVs conducted to date have been for plant 

modernizations.  The ISV guidance in NUREG-0711 is mainly directed at new designs with little 

methodological consideration for plant modernizations.  One very important consideration is that 

modernizations are implemented in many different ways, e.g., many small modifications, a large 

modification during a single outage, and a large modification during multiple outages.  Many of the 
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approaches will necessitate some type of phased approach to ISV, especially when plant modernizations 

are made of a series of outages. After each outage the plant will be operated in a temporary, interim 

configuration until the full modernization program is completed.   

Another issue is that plant modernizations affect personnel in various ways that are unique.  Changes to 

systems and components can impact their role and the way well learned tasks are performed.  

Modernizations often lead to changes in HSIs, procedures, and training, as well as in the physical 

equipment.  Furthermore, modifications also may involve the HFE aspects of the plant (e.g., the main 

control room), even though the plant's systems and components are unchanged.  ISV should address the 

challenges to human performance posed by how plant modifications are implemented.  The specific 

challenges posed by each plant’s modernization may be unique. Guidance for identifying these types of 

challenges is needed so they can be addressed in ISV. 

Validating Designs Representing New Concepts of Operations (ConOps) 

DoD identified a need to extend validation beyond a single system when the mission is accomplished by 

multiple interacting systems, referred to as “systems-of-systems” (Kometer, et al., 2011).  While this need 

has not been identified in the nuclear industry literature we reviewed, it may be applicable to new designs 

based on ConOps that are different from current designs.  For example, O’Hara, Higgins, and Pena (2010) 

discussed the ConOps differences between plants current plants and small modular reactors (SMRs), e.g., 

(1) monitoring and controlling multiple reactor units by a single crew, and (2) the use of the reactors to 

perform multiple missions, such as power generations, hydrogen production, and industrial steam. The 

ISV for SMRs may need guidance that reflects multi-unit simulation, especially for plant designs with 

shared systems.  DoD’s guidance on validating systems-of-systems may provide some useful input to the 

development of such guidance. 

Grading the ISV Effort 

There is a need for additional guidance to define the scope of ISV and to identify the minimum amount of 

testing needed.  A technical basis is available to support such guidance development.  For example, IEC 

61771 (IEC, 1995) offers some guidance based on degree of innovation and qualification by similarity, 

especially for evolutionary designs and perhaps plant modernizations.  Similarly, DoD has addressed this 

issue for determining the extent of validation needed for new systems (DoD, 2003b).  Sources such as 

these can provide a basis upon which guidance for grading can be developed. 

4.2 Needs Associated With ISV Methodological Details 

Most of the ISV needs we identified focus on issues related to the need for additional guidance in specific 

areas of ISV methodology.  These are addressed in this section. 

Test Objectives 

One of the lessons learned from industry ISV experience is the need for well-defined objectives, since 

they impact the ISV methodology.  Our review identified the potential need for additional guidance with 

respect to objectives for maintenance tasks and individual HSIs.   

Maintenance tasks are a key consideration is DoD’s and FAA’s testing requirements.  While they are also 

within the scope of a NUREG-0711 review, they are only indirectly referred to in SOC and are not 

specifically addressed in ISV objectives.  Given the importance of maintenance tasks to equipment 

availability and plant safety (Gertman et al., 2002; O'Hara et al., 1996), more specific guidance for 

including these tasks should be considered.  
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Another issue raised by industry experience is the need for more specific objectives related to individual 

design features and individual HSIs, such as automation, group view displays, and computer-based 

procedures.  This is a fundamental aspect of the contextual approach to ISV (Savioja & Norros, 2013).  

NUREG-0711’s approach focuses on the integrated system, thus any data on the issues related to 

individual aspects of the design comes indirectly from observers and operators and when doing ‘root 

cause” analysis of performance issues.  This approach should be reconsidered.  Inclusion of specific 

objectives for detailed aspects of the design can help support the root cause analysis as well.   

Testbeds 

ISV experience illustrates the importance of testbeds and we identified several needs related to them.  The 

industry has identified issues related to simulator readiness, e.g., functionality limitations, completeness 

issues, and newness of the simulator giving rise to less than optimal performance, particularly when using 

a phased approach to ISV.  Additionally, competing demands for use of simulators is an issue.  These 

issues may be partly addressed by adhering to the industry lesson learned to resolve any HED identified 

through earlier tests and verifications prior to performing ISV.  NUREG-0711 reinforces this be 

recommending that issues identified in verification be addressed prior to ISV. 

Another possible solution may be the use of a greater diversity of testbeds.  NUREG-0711’s ISV 

guidance is based on evaluations largely being conducted using a full-scope simulator, e.g., ANSI 3.5 

compliant (ANS, 2009).  However, other platforms may be available and their role in ISV should be 

explored.  One is the use of “other-than-full-scope” simulation capabilities for selected ISV objectives.  

The FDA validation guidance (FDA, 2011) recommends the use of “real-world” trials to increase realism.  

Use of actual plant trials may be applicable to modernization programs where the plant is operational.  

They may also play a role in calibrating results. 

There are also times when ISV needs to be conducted and no simulator is available. The NRC encounters 

this situation when reviewing fuel cycle facilities.  Berntson’s et al. (2004) three-stage validation (table-

top validation early in the design process, a table-top walkthrough using the procedures, and a full 

operational trial of the final design) may be useful in considering these situations.  

A technical basis is available to consider alternatives to full-mission simulation for some aspects of ISV. 

These alternatives may help address testbed needs and may help reduce pressures experienced by ISV 

teams for simulator time. 

Plant Personnel 

There is a need for guidance on the number of participants and crews to include in ISV.  Currently, no 

specific guidance is provided for determining sample size, yet this is a significant consideration for 

several reasons.  First, typically a limited number of crews are available for ISV, especially for an ISV at 

a specific plant (in contrast to a standardized design where crews from multiple utilities can participate).  

The number is further limited when one considers that operators involved in the design cannot participate 

in ISV.  Second, as the number of crews increases, there is an escalation of the overall cost of conducting 

ISV. Third, the number of crews impacts the types of data analysis that can be performed. 

A technical basis is available that can potentially support improved guidance in this area.  For example, 

DoD (2003a) discusses the use of statistical and operational information to help determine sample size.  

Appendix B of the FDA HFE guideline (FDA, 2011) provides some guidance on sample size 

determination that can support the development of improved guidance in this area for ISV. 
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Scenarios 

NUREG-0711, Section 11.4.1, Sampling of Operational Conditions, provides fairly detailed guidance on 

the operational conditions to be developed into scenarios for ISV.  However, there are frequently 

identified needs related to scenarios that include: determining the number of scenarios to use for ISV, 

selecting which specific scenarios to use, and designing the detailed scenarios.  We found a limited 

technical basis for addressing these issues.  The guidance provided by edge-centered testing discussed in 

Section 3.2 may help the scenario identification challenge.   

However, determining the number of scenarios is complex and needs further research.  Some of the 

technical considerations are similar to determining the number of participants to include.  Both are 

random variables that are appropriately sampled to provide a basis for generalization.  Novel approaches 

to this issue should be considered. 

Performance Measures 

Issues related to performance measurement are frequently identified, for example: 

 What aspects of human-system performance should be measured

 What specific metrics should be used

 What is the role or contribution of different aspects of performance (such as cognitive measures)

 How can better use be made of expert observer and operator comments

 What are the implications of taking data, such as situation awareness ratings, during vs. after

scenarios in terms of intrusiveness and what is actually being measured

 What is the psychometric suitability of measures being used, such as construct validity and inter-rater

reliability

 How many performance measures should be used

 When using multiple measures, how should convergence between them be established

 How should acceptance criteria be determined (especially for cognitive measures and for opinions

and comments from observers and operators)

 When are comparisons between benchmark and new designs appropriate (in light of plant changes)

and how should the results be interpreted, e.g., how much of a difference is a concern

 How should pass/fail measures be identified

While a considerable amount of work has been done to define overall performance frameworks and the 

individual metrics of performance, additional research will be needed to resolve many of the issues 

identified above.  We will summarize some of the technical basis and more detailed issues below. 

Conceptualization of Performance Measures 

While the validation approaches taken by DoD (DoD, 2009, 2012) and NRC are quite similar, some 

interesting differences exist that should be explored for application to ISV, specifically: 

 the explicit linkage of performance measures to higher-level mission characteristics

 the inclusion of measure of effectiveness (MOE),  measures of performance (MOPs) and measures of

suitability (MOEs) in the evaluation process

 the use of the mission capability level (MCL) scale to assess how well operators using the system

under testing can be expected to fulfill their intended mission in a realistic environment (discussed

further in “Data Analysis and Conclusions” below)
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The work of Braarud and Rø Eitrheim (2013), Savioja and Norros (2013), and others in the nuclear 

industry can support the development of improved guidance for this aspect of ISV as well. 

More Complete Treatment of Teamwork 

The NRC’s approach to performance measurement lacks sufficient guidance on teamwork and team 

processes.  More complete treatment of teamwork is needed, such as (1) adding teamwork-specific 

objectives; (2) ensuring scenarios address work between operators within the control room and between 

the control room and outside-the-control-room staff and (3) identifying more complete performance 

measurement for teamwork.  IEC 61771 (IEC, 1995) provides one source of information for teamwork. 

Usability and User Experience 

Many researchers identified the need to include usability and user experience measures (e.g., 

effectiveness, efficiency and satisfaction) in ISV programs. ISO 11064 (2006) and other publications on 

usability testing can support the development of such measures for NPP ISV applications.  The work on 

usability and contextual approaches to ISV also address performance measures in this category.   

Use of Observer and Operator Subjective Report 

Many ISV researchers have called for an increased use of expert observer and operator subjective reports 

(e.g., Braarud et al., 2010).  These reports are based on observations, ratings, and opinions. Subjective 

reports are not without technical issues, such as determining how to collect this information in a 

structured reliable manor.  However, information of this type can be invaluable for diagnosing 

performance difficulties encountered by crews. 

Consistent with the need identified above concerning the role or contribution of different aspects of 

performance, the role of usability and user experience metrics needs to be identified. For example, 

research suggests that user preference and their performance are not highly correlated (e.g., Andre & 

Wickens, 1995; Bailey, 1993; Barnum et al.; 2004; Nielsen & Levy, 1994).  Thus use of such data alone 

for making design decisions may be questionable.  However, the use of such measures in IS might 

provide information to support HED assessment and validation criteria.   

Measures Related to New Technology 

Considerations should be given to the use of new measures for new technological developments in NPP 

design and operations that pose new human performance challenges.  An example is the use of “trust” 

measures.  As NPPs become more highly automated, operator trust in automation becomes a very 

important consideration in operator-system interaction (O’Hara & Higgins, 2010).  Another example 

related to monitoring of multiple SMR units is “neglect time” (Crandall & Cummings (2007) and “change 

detection/blindness” (Parasuraman et al., 2009; Simons & Ambinder, 2005) that can result when the 

operator’s monitoring burden gets large.   

Standardization of Measures 

Achieving a consensus between stakeholders, such as applicants and regulators, on what should be 

measured during ISV tests and the specific metrics that are acceptable would be a worthwhile effort.  

While not all measures and metrics can be standardized, having some generally accepted approaches 

would reduce uncertainty considerably, making the development and review of ISV plans simpler.  
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Data Analysis and Conclusions 

Industry ISV experience has identified challenges posed by data analysis, specifically how to examine the 

data obtained across multiple measures and multiple scenarios, and to draw conclusions from them.  ISV 

teams usually pursue traditional statistical modeling approaches which guards against a Type 1 error at 

the expense of making Type 2 errors. However, Wickens (1998) has questioned such an approach.  He 

stated that “In the case of a Type II error, it is the user who suffers by not gaining access to a system that 

was superior and may even be safety enhancing” (p. 19).  The importance of Type 2 errors has been 

addressed in other domains, such as pharmacology.  For example, Snow, Reising, Barry, and Harstock 

(1999) discussed the importance of “practical equivalent,” rather than “statistical significance,” when 

comparing a new design to a baseline.  They proposed an approach based on bioequivalence testing from 

drug research. Alternative statistical models should be examined to address the analysis of ISV results. 

With respect to formulating conclusions, DoD’s (2009) use of the MCL score is an example.  The MCL 

scale is used to assess how well operators using the system under test can be expected to fulfill their 

intended mission in a realistic environment.  The MCL assessment:  

 provides a systematic methodology for arriving at MOE and MOS conclusions 

 provides a framework for aggregation when multiple critical operational issues exist 

 normalizes evaluation results to a common scale, allowing comparisons across systems 

 

An MCL-type approach may be a promising means to compare new designs to baseline designs and 

combining different measures to support decision making.   

There are additional technical issues to be addressed: 

 Combining qualitative and quantitative analysis 

 Using results from both within and across trial analyses 

 Integrating large data sets from many different types of measures and drawing conclusions  

 Identifying the factors that need to be considered when generalizing results from one context to 

others, such as when there are cultural and operational differences 

Research should address data analysis issues and provide a basis for guidance improvements. 

5 Discussion 

The objective of this research is to update the NRC’s ISV guidance and prepare new guidance as 

necessary.  In this step of the project, we identified aspects of ISV that need to be updated and the 

technical basis available to support guidance development.  As this work continues, the NRC will seek 

input from other stakeholders concerned with ISV and will use that information to help prioritize the ISV 

needs identified.  Once this is accomplished, research will be devoted to addressing the selected issues 

and developing the needed review guidance. 
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Leena Norros 

Preliminary validation – or a life-cycle perspective to validation of complex 

systems 

Preliminary validation (PV) is a concept and process that has been considered necessary for ensuring the 

quality of complex tools, e.g. the nuclear power plant control rooms, for their intended use. One 

possibility to define what is meant by PV is to contrast it to the integrated system validation (ISV) that 

has been defined in the existing standards and guidelines. In an ISV the evaluation activity focuses on 

the safe functioning of a whole complex tool, and the evaluation serves decision for acceptance of this 

system for use. In a preliminary validation, the evaluation focuses on parts of the whole and guides 

design so that a “good” tool will be achieved.  Preliminary validation is independent from design, and it 

tests the achievements of the design against a conceptual reference of a good outcome. Clearly, a 

concept of the good outcome needs to be defined. Moreover, as the tool under evaluation is not yet 

ready, tests are needed that capture the potential of the future tool, and that are capable of anticipating 

the impact of proposed solutions on the whole system. The professional users, due to their insight of the 

requirements of the work, play a key role in foreseeing the appropriateness of the future tool. 

Therefore, the contribution of the professional users must be facilitated by exploiting appropriate test 

methodology.   

The presentation will give arguments for extending the validation approach by a preliminary validation. 

Some methodological and methodical key characteristics of the preliminary validation will be 

considered. These include:    

 Defining what is a good control room. Introduction of the concept of Systems Usability, and

connecting it to an extended concept of safety. The latter emphasizes the contribution of

human operators to safety via creating resilience to the sociotechnical system.

 Providing reasons for extending ISV with preliminary validation. Preliminary sub-system

validations are needed for providing a sufficiently detailed focus and sufficient coverage in the

evaluation of very complex tools, the intended concept of operations and the operating

procedures.

 Integrating the PV in the design process and its quality control. The detailed regime of sub-

system validations must be designed case-by-case and depending of the type of the overall

design process. Also the connection between PV and ISV must be defined.

 Developing of a formative methodology including qualitative methods in the acquisition of the

evaluation results. This is needed in order to improve the predictive value of the evaluation.

Traditional quality criteria for evaluations need to be completed by new criteria.

 Creating a systems usability case to establish connection to the design requirements, to structure

the reasoning about the evaluation results, and to support the accumulating of results. The

systems usability case can be considered as a living document.

 Considering the role and timing of operator training in the design process. The basic idea needs

to be acknowledged that a tool is not a tool before people have appropriated it for a meaningful

use.

The presentation will exploit the experience that the VTT Technical Research Centre human factors 

research group has gained in a joint project with Fortum Nuclear Services on the renewal of the I&C and 
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control room systems of the Loviisa NPP.  The experience demonstrates an intimate connection 

between the constructive and evaluative functions in design. It also shows that a necessary 

independence between these two functions requires new conceptual means for defining the targets of 

design, for creating test results about the use the designed solutions, and for reasoning about the 

acceptance of the solutions. Finally the experience about PV supports adoption of a life-cycle 

perspective to validation, and sees it as a realistic path for the future development of validation 

methodologies.  
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Invited Presentation – Final Integrated Control Room Validation 

Scott Malcolm 
Candu Energy Inc. 

This presentation contains the views of the author developed over 20 years of experience in planning 
and completing validation work on both new control room designs and modifications to existing 
facilities.  It will cover experiences and lessons associated with establishing design requirements, 
completing design work and consolidating all of these inputs into Final Integrated Control Room 
Validation (FICRV).  The presentation will also provide suggestions for further enhancements that will 
bolster confidence in the results – the theme of the present workshop. 

FICRV has various definitions, although most are similar and codified in industry consensus  design 
standards and regulatory requirements or guidance.  To this end there has been good convergence of 
definitions in recent years with the creation or revision of standards and guides in the nuclear industry.  
Broadly, the purpose of FICRV is to validate that the integrated Control Room (CR) system supports safe 
operation of the plant and thus  drives everything the design team will do up to and including the final 
tests. 

This presentation will discuss approaches and methods adopted for validating integrated CR systems, 
where integrated means containing the design (hardware, software), either actual operating procedures 
or example operating procedures (new plant design), and typical or actual licensed operators and shift 
supervisors.  It is important to distinguish FICRV as it relates to design from validation of site operating 
procedures, training programs and staff licensing programs.  The latter have a separate edifice of 
requirements and processes to achieve their ends.  For the design team these aspects are approximated 
and provided as inputs to site specific operating organizations for their use in meeting licensing 
requirements. 

The design validation activity has a finite and clearly demonstrable end point, often associated with 
contractual and project milestones which shape its character.  There cannot be ambiguity around the 
conclusion of this process, in the end the conclusion is acceptable or not.  If not, identifying the 
remedies for making it acceptable fall to the design team and this may include issues for the operating 
organization to resolve, although these must be limited or the plant owner will return the issues to the 
design team. 

The confidence in the validation must be formulated in a manner that allows this acceptable/not 
acceptable decision to be made clearly.  Validation of design work is a common and expected aspect of 
design from the hardware and software to plant layout and civil design.  In simple terms, FICRV is a test 
or series of tests that are completed to determine if requirements have been met.  This is most clearly 
seen when tests fail and the subsequent remedies.  Remedies that may be seen as new requirements for 
design are unwelcome additions to any project.  

The genesis of the validation plan and hence the validation it self, is firmly rooted in the design 
requirements for the plant and its control rooms.   It is also acknowledged that validation does contain 
an aspect of assuring that the design requirements are correct and complete, although this is tricky 
ground and must be navigated with careful consideration.   In fact, I will argue here that there is much to 
be gained in advancing our confidence in the outputs by improving the inputs - the requirements.  Thus, 
it is imperative to have the challenging discussions early. 
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Let me be clear - setting requirements for CR design with respect to the integrated system have come a 
long way in the last 25 years and are producing designs that are demonstrably better than what went 
before.   To-date, the design of new control rooms and modifications has produced acceptable results 
and hence are authorized for construction.  We can and must do better because the bar for acceptability 
of all aspects of plant design and operations is continually moving higher.  
 
To this end my presentation will look at existing methods, challenges and special considerations in 
conducting FICRV concluding with next steps .  
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Topical Session 1 

Defining the Scope and Objectives of a 

Control Room Validation 
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Topical Session 2 

Rationale for Selecting Measures and 

Acceptance Criteria 
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OECD NEA WGHOF Workshop on Integrated System Validation of NPP Control Rooms – 
Charlotte, NC, February 2015 
 

Challenge Session 2: What methods, approaches, resources, or rationales might be used for deriving 

performance requirements, selecting measures, and establishing acceptance criteria so as to support 

reasonable confidence?  

 

Methods, approaches, resources or rationales used for evaluation and validation of nuclear power 

plant control room designs: the case of a new build 

Draft 

Cecilia De la Garza, EDF R&D 

 

Evaluation/validation is an important step of the Human Factors Engineering (HFE) Program in EDF. 

This presentation will focus on the final validation of a new control room design and will describe the 

characteristics of an ISV as developed in EDF for a new build. 

The context: the control room of a new generation nuclear reactor, involving high automation, with 
computerized  interface and, hybrid procedures  (both paper and computerized). The future reactor 
presents a  relevant  technological evolution  in  comparison  to  the existing NPP  in France. R&D has 
been  involved  over  the  last  13  years  in  the  design  process  and  in  an  iterative  process  of 
evaluation/validation. 
To summarize,  in  terms of  ISV process, 7 human  factors campaigns have been carried out  for  this 
new build:  three preliminary evaluations/validations  from 2002  to 2008, and  four  final validations 
from 2009 to 2013, and a last one is planned for 2015 (cf. Fig 1). 
 

 
Figure 1 – Recap of preliminary and final evaluation/validation for a new build 
 
Definitions:  In  the  EDF  approach,  the  concept  of  validation  emphasizes  its  status  as  a  "process" 
linked  to  design,  and  it  continues  until  the  commissioning  and  the  first  phases  of  operational 
feedback. 
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At EDF R&D the human factors evaluation/validation, could be consistent with ISV as defined in the 

0711.  

ISV means:  to  evaluate  or  to  check  that  the  design  (interfaces,  procedures,  work  organization, 

competence)  supports  the  control  room  function  and  achieves  its  functional  goals.  “…integrated 

system  design  (i.e.,  hardware,  software,  and  personnel  elements)  meets  performance 

requirements…” in a dynamic mock‐up or a full scale simulator.  

The methods and results of the evaluations carried out can lead to a sufficient level of confidence to 

reach the project’s objectives (expected performance, operating conditions, acceptability, etc.). Even 

if neither the design of the control means, nor the design of the full scale simulator is finished. But, 

each stage of the evaluation process makes it possible to validate choices of design with a sufficient 

degree of confidence.  In theory what  is validated at stage N will not be called  into question at the 

time of the campaigns n+1 or the following ones. 

Aims: To evaluate all the control means before the first “fuel loading”: to evaluate their interactions 

in different simulations of situations covering normal & emergency operations.  

To determine the safety of the design and prove safe operating before first “fuel loading” 

Approaches: a multidisciplinary approach combining Ergonomics and Human Reliability (HR) in final 

validation in an evaluation/validation process defined in a HFE program 

Rationale or model underlying the ISV 

From an ergonomic point of view: 

Full  scale  simulations based on a kind of “task model”, a  task classification established  from an 
analysis of the existing situations: normal operation  in the control room and emergency operation 
during  training  on  a  full  scale  simulator  (work  analysis  cf.  Eg.  Vicente,  1999;  Tricot  et  al,1998; 
Sebillote et al , 1994). 
It  concerns  a  description  of  the  main  tasks  carried  out  during  in  situ  observations  covering  a 
representative sample of work situations of  the  reactor operating states  in normal power: normal 
and  abnormal  operations  as  surveillance  –  dispatching    decreasing/increasing  load  –  alarms 
monitoring  ‐…), outage, restarting, maintenance  tasks, periodic performance  tests. And also a task 
classification  in relation with the analysis of emergency operations  (diagnosis – stabilisation of the 
installation – team reconfiguration – safety actions …). 
Even if this is not an exhaustive task analysis, this tasks classification is considered representative of 
the main tasks and it provides input for design and the evaluation/validation process.  
This description is not equivalent to the task analysis as defined by the NUREG 01711. It is a macro 
task analysis. But as  it  is explained  in  the NUREG,  this  task classification will become progessively 
more detailed over the design cycle. 
In particular, in the case of a new build even if many tasks could be anticipated, the introduction of 
an innovation should imply a new task, different from the tasks carried out in the existing system. So 
progressively,  and  in  relation  with  innovation  (for  instance  automation)  and  the  HF  evaluation 
process, new tasks will be identified leading to new inputs for design and/or implying new skills, or 
having an impact on staffing… 
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  “Ecological  simulations”  are  carried  out  reflecting  the  characteristics  and  the  constraints  of  a 
future work situation 
  Cognitive models  are  used  to  support  cognitive  analysis  in  decision making,  problem  solving, 
(Rasmussen, Amalberti) and to support some methodological choices or protocols for validation. E.g.  
From HRA: Resilience model developed by Le Bot (see below). 

 
How to specify the scope and objectives of a validation campaign 

The  control  means  state  &  the  full  scale  simulator  state  could  determine  the  number  of 
observations, the number of scenarios: what  is possible to simulate and with what control means? 
So the scope and the objectives vary from one human factors campaign to another. 
But, some relevant points guide the scope and objectives of a validation: 

‐ Technological  innovation  of  the  future  reactor:  the  human  factors  experts  established  a 
table  listing the technological  innovation associated to normal and emergency operation  in 
order to guide validation; 

‐ The state of progress of  the design:  it could be necessary  to validate a specific procedure, 
the computerized interface in relation with team organization for instance; 

‐ Using national feed‐back from the existing NPP, lessons from the past: emergency operation 
simulation based on a real accident or incident (national and international). 

 To be sure  that  the  team  is able  to  face  these kinds of situations  is a general scope underlying 
validation.  
 

System requirements and human Performance requirements 

In this part, the approaches of both ergonomics and Human Reliability analysis (HRA) are going to be 

briefly described in order to highlight how they contribute to the evaluation/validation of the system 

requirements  and  the  human  performance  requirements  associated  to  performance  criteria 

previously defined (De la Garza et al., 2013, 2014). 

Both are rather “bottom up” approaches than top down, even if top down approaches are useful for 

some expert judgment, and definition of hypothesis for the protocols preparation. 

Measures/ observations 

Both  approaches  share  an  overall  empirical methodology  characterized  by  simulation  sessions 

lasting 3 to 4 hours, observed in situ, followed by a group debriefing with the operating team (2 to 

3 hours), prepared in advance by the evaluation team. 

Several data collection tools and techniques are combined: 

‐ Paper‐and‐pencil type collection in situ using a general grid to monitor the activity in progress. 
‐ Audio and video collection from all the workstations. 
‐ The simulator logbooks are kept as they enable analysis after the event, for example to confirm 

that an action was carried out and the exact time (starting cooling, opening a valve), or to have 
information on  the state of  the  installation at any given moment  (state of steam generators, 
containment pressure, closed valves). 

‐ Other types of collection using tools according to the needs of the evaluation  (e.g. adapting 
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the Instantaneous Self Assessment tool for analysis of perceived workload). 
 
However, only the general grid for paper‐and‐pencil type data‐collection is also used by the human 

reliability experts.  It  is used  to  record  a detailed  chronology, decisions made, operating  actions, 

problem‐solving, etc. Only ergonomists carry out fine analysis after the event of the cognitive and 

teamwork activity based on audio recordings, followed for example by activity timelines. 

To complete observations and to consolidate understanding of the scenario, decision making and 

actions of the team, debriefing is conducted at the end of simulation.  

 

Ergonomics: an evaluation/validation of the sociotechnical system for the control means design 

The ergonomics evaluation aims to analyze interactions between the operating team members and 

the  control means  (interfaces,  imaging, procedures, and organization). The group point of view  is 

studied in relation to communications, problem‐solving and decision‐making by the team. This leads 

to a diagnosis of the current situation which makes  it possible to understand the consequences of 

the actions performed, the difficulties encountered and decisions made by the team, as they interact 

with the control means. For ergonomics, envisaging types of situations makes it possible to identify 

invariants,  in  terms  of  difficulties  and  risks  as  well  as  reliable  individual  and  group  operating 

methods  or  those  that  weaken  the  sociotechnical  system  studied.  It  is  then  possible  to  make 

recommendations aimed at  improving man‐machine  interactions and team operation. Prognosis  in 

ergonomics starts from a diagnosis of the simulation situation and analysis of the appropriateness of 

the changes proposed in response to the recommendations to solve these problems and respond to 

the risks identified.  

Ergonomists will  reconstitute  the detailed work  activity of  each party  involved,  and  especially  the 

cognitive activity relating to decision‐making, work load, problem‐solving, diagnostics and monitoring 

(Mérand, et al., 2013). The analysis is done based on the observations and video recordings that make 

it possible  to  supplement  the  chronologies.  It may be necessary  to  listen  to  a debriefing  again  to 

confirm a point. The aim of this analysis is to understand individual operating methods, and how the 

team works as a whole  interacting with the control means and the difficulties and risks  identified  in 

the situations, before then being able to give recommendations on how to make each element of the 

sociotechnical system more reliable. 

Human reliability: an evaluation/validation of the sociotechnical system with regard to risks 

Human  reliability evaluation  involves analyzing how  the operating  system as a whole  (team, 

procedures  and  interfaces)  is  capable  of managing  critical  situations,  from  the  point  of  view  of 

safety and the reliability of the installation (like the MERMOS HRA method (Le Bot, 2007). For this, 

at  EDF,  human  reliability  is  inspired  on  the  one  hand  by  functional  and  reliability  engineering 

approaches  (like  Probabilistic  Safety  Assessments)  and  on  the  other  by  contributions  from  the 

humanities, in particular distributed cognition (Hutchins, 1995). Thus, the main actions required for 

safety in the situation considered are defined, and the reliability functions of the operating system 

are  identified:  action,  inspection  (conformity  of  performance  with  the  actions  decided  by  the 
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team),  review  (adapting  the  actions  decided  by  the  team  to  the  situation  in  progress),  and 

reconfiguration (Le Bot, 2010). Human reliability experts will focus on the results for safety and then 

go back to  the "organizational and human  factor" elements that  influenced them.  In other words, 

the  evaluation  is  done  first  by  examining  the  safety  results,  then  the  characteristics  of  the 

teamwork and also the entire operating system, all these factors are involved and have significant 

consequences for work safety. This is what is called evaluation of the "proved performance" during 

the  simulation  studied.  To  complete  this  evaluation  which  is  made  starting  from  the  actual 

consequences to the process, human reliability also considers the "potential performance" of the 

operating system: that is to say that the important characteristics of the operating system observed 

during  a  simulation  are  transposed  into other  situations where  their  impact on  safety might be 

significant,  even  if  during  the  simulation  that  characteristic  did  not  have  an  impact  on  safety 

(Pesme et al., 2013). With  this  in mind,  they may be  led  to consider not only  the  recurrent  risky 

team behavior, but also  rarer behavior  if  they prove  to have a  strong  impact on  safety. Starting 

from  the  result makes  it  possible  to  bring  out  the  characteristics  relating  to  the most  relevant 

"organizational  and  human  factors"  for  safety,  and  thus  to  propose  appropriate  and  priority 

recommendations concerning the overall safety of the installation. 

To  conclude,  ergonomists  focus  their  observations  on  individuals  (each  operator  station,  each 

profession) and team activities, whereas human reliability experts focus on the actions carried out 

in the process and on key individual and group facts in relation to the operating actions. 

Meanwhile, for human reliability, it is a matter of observing all the operating team: the operators, 

as well as the operations manager and the safety engineer, as it is the entire operating system that 

is designed to manage situations. What is studied in more detail by human reliability experts is the 

state of the installation, so that they can understand the situations encountered by operators and 

the consequences of their operating actions.  

In conclusion 

EDF approaches for ISV seems to be adapted to an industrial project even if different points have to 

be investigated. 

The ISV as carried out in EDF is an iterative process and is characterized by a dynamic environment 

supported by  simulation  taking  into  account  the  interface between  control means  and operation 

teams.  The  representativeness  of  these  simulations  evolved  as  the  design  progressed  but  the 

different evaluation steps allow consecutive validations with a good confidence level.  

Preliminary  validations  were  supported  only  by  ergonomics,  while  final  validations  by  both 

ergonomics and HRA. So for the next steps we will  investigate how this double approach could be 

developed  for  preliminary  validation.  And  we  will  continue  to  develop  this  kind  of  integrated 

evaluation/validation for other kinds of projects. 
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Challenge Presentation for Topical Session 3: What methods might be used to develop scenarios 

that maximize the amount and relevance of information in support of the validation conclusions 

and achieving reasonable confidence? 

 

Challenges in Defining Validation Scenarios: 

Searching for Edge Cases & Complicating Situational Factors 

 

Emilie M. Roth 

Roth Cognitive Engineering 

 

Abstract 

 

 

Human performance in real-world settings is fundamentally a function of individual and team 

cognitive and collaborative factors; situational complexities in the unfolding events; and the 

attributes of the available support ‘artifacts’ (e.g., displays, procedures, decision-aids).  Design of 

validation scenarios necessarily requires consideration of the interplay across all three (the 

cognitive triad), and how particular confluences across the three elements of the cognitive triad 

may lead to performance vulnerabilities (Patter & Rousseau, 2010; Roth & Eggleston, 2010; 

Roth, Gualtieri, Elm & Potter, 2002).  

 

Actual accidents often involve a confluence of complicating situational factors that challenge 

cognitive and collaborative performance (Feary & Roth, 2014).  The recent Fukushima Daiichi 

nuclear power plant accident is a clear case in point (National Academy of Science, 2014), but 

there have been others in the Nuclear Industry, including the H. B. Robinson Fire in 2010.  The 

challenge for design & validation of complex systems is to sample situations that exhibit similar 

‘confluences’ of complicating factors – that represent Edge Cases.  Edge cases are demanding 

decision-making situations that constitute the ‘edge’ of a human machine system that may create 

performance vulnerability (O’Hara presentation). 

 

There is a need for better analysis and modeling tools to define edge cases to include in 

validations so as to achieve reasonable confidence that the human machine system will operate 

resiliently in the face of complicating situational factors that challenge cognitive and team 

processes.  It is important to incorporate scenarios that go beyond routine ‘textbook’ cases, 

sampling realistically demanding conditions that challenge cognitive and collaborative processes.  

This is especially important when evaluating the ability of operators to perform critical human 

actions, for example critical actions called out in probabilistic risk assessments. Critical human 

actions are likely to be straightforward to accomplish in a ‘textbook’ scenario, but more 

challenging under conditions that stress monitoring, attention allocation, situation assessment, 

goal prioritization, communication and coordination and/or response planning processes.   

 

Searching for edge cases will require identifying challenges at the intersection of characteristics 

of the people (e.g., knowledge, skills, biases), the situations, and the technology.  Operational 

experience reviews, lessons learned from other industries, cognitive task analyses and generic 
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lists of ‘complicating situational factors’ can all feed into the definition of edge cases to include 

in a validation.  

 

One promising direction for identification of edge cases is to leverage lists of generic 

‘complicating situational factors’ to guide systematic search. Patterson, Roth & Woods (2010) 

present one such list of complicating situational factors that can be used as ‘seeds’ for identifying 

domain complexities to incorporate in test scenarios.  These factors are loosely organized around 

core macrocogntive (cognitive and collaborative) functions:  detection/monitoring; sense-

making/situation assessment; planning/action formulation; information 

sharing/communication/coordination; and attention/workload management. This list represents 

the most recent embodiment of a working effort to capture characteristics that pose challenges to 

macrocognitive processes in a domain-independent fashion.  It represents a starting point, rather 

than an end-point in characterizing elements of domain complexity. 

 

Another important lessons from examination of actual accidents is the need to expand the 

validation scenario coverage beyond activities in the control room and beyond abnormal and 

emergency events.  The Fukushima event made clear that in serious accidents, the locus of 

diagnosis, planning, prioritizing, and decision-making, largely shifts from the control room to 

emergency response centers.  In the case of the U. S. this is likely to be the technical support 

center (TSC).  Little attention has been paid to the adequacy of the information and 

communication systems in the TSC for supporting the kind of high level situation awareness, 

planning, decision-making, and coordinating that needs to go on in the TSC and between the 

TSC, the control room and individuals in other response centers as well as in the field.  More 

attention in the design of the validation, and especially in design of the validation scenarios is 

needed to the activities that occur beyond the control room, so as to achieve reasonable 

confidence in the ability of the broader emergency response organization to cope with and 

mitigate accidents. Finally, the Fukushima accident, illustrated saliently the need to consider 

beyond design basis and severe accidents in defining the set of validation scenarios to achieve 

reasonable confidence that the support systems in place will enable the broader emergency 

response organization to respond resiliently. 

 

The requirements on design of scenarios called for here raises a number of pragmatic challenges 

in the design and execution of validation studies that will need to be tackled.  These include 

overcoming limitations in existing simulators, and dealing with the practical limits in the time 

available to conduct validation.  While these pragmatic constraints are real challenges, it is 

believed they are, and need to be, surmountable. 
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Analysis of Validation Results 
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       TOPICAL SESSION 4 
 

Gyrd Skraaning Jr  
OECD Halden Reactor Project  
PO Box 173, NO-1751 Halden  

gyrds@hrp.no 
 

Abstract of Challenge Presentation 

To judge the outcome of a final control room validation, human performance scores from 
simulator trials have to be interpreted in light of established acceptance criteria. Thus, some 
observed performance scores are considered acceptable, while others may be unacceptable.  

The challenge presentation will argue that this methodology is only a first necessary step to judge 
the acceptability of new control room designs. In the later stages of the data analysis and 
interpretation process, a myriad of detailed validation results have to be organized, weighted and 
judged together from multiple angles to reach a conclusion on whether the control room is, and 
will remain acceptable. This process is similar to a trial court or a safety case, where structured 
arguments are used to evaluate a complex body of evidence in order to reach a clear and 
definitive conclusion; typically in the absence of formal and prescriptive methods. In other words, 
there is no universal formula or predefined psychometric procedure that can help us to reach 
overall conclusions on the acceptability of new control room designs. Thus, it will be argued in 
the presentation that one should avoid simple approaches to acceptability judgment where the 
validation team checks if acceptance criteria are met for a selection of human performance 
measures. Such psychometrically oriented methodologies may enhance the interpretability of the 
observed human performance scores, but is useless during the comprehensive decision making 
process where detailed validation results are compiled, prioritized and compared to reach a 
trustworthy decision on acceptability. 

The workshop will be challenged to suggest alternative data analysis and interpretation strategies 
to determine the final validation conclusion. Following the reasoning above, a separate 
acceptability analysis stage of the validation is one possible way forward (see the White Paper; 
Integrated System Validation (ISV): The Acceptability Analysis Process). 
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