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ORGANISATION FOR ECONOMIC CO-OPERATION AND DEVELOPMENT 

 The OECD is a unique forum where the governments of 30 democracies work together to address the economic, social and 
environmental challenges of globalisation. The OECD is also at the forefront of efforts to understand and to help governments 
respond to new developments and concerns, such as corporate governance, the information economy and the challenges of an 
ageing population. The Organisation provides a setting where governments can compare policy experiences, seek answers to 
common problems, identify good practice and work to co-ordinate domestic and international policies. 

 The OECD member countries are: Australia, Austria, Belgium, Canada, the Czech Republic, Denmark, Finland, France, 
Germany, Greece, Hungary, Iceland, Ireland, Italy, Japan, Korea, Luxembourg, Mexico, the Netherlands, New Zealand, Norway, 
Poland, Portugal, the Slovak Republic, Spain, Sweden, Switzerland, Turkey, the United Kingdom and the United States. The 
Commission of the European Communities takes part in the work of the OECD. 

 OECD Publishing disseminates widely the results of the Organisation’s statistics gathering and research on economic, 
social and environmental issues, as well as the conventions, guidelines and standards agreed by its members. 

* * *  

 This work is published on the responsibility of the Secretary-General of the OECD. The opinions expressed and arguments 
employed herein do not necessarily reflect the official views of the Organisation or of the governments of its member countries. 

 

NUCLEAR ENERGY AGENCY 

 The OECD Nuclear Energy Agency (NEA) was established on 1st February 1958 under the name of the OEEC European 
Nuclear Energy Agency. It received its present designation on 20th April 1972, when Japan became its first non-European full 
member. NEA membership today consists of 28 OECD member countries: Australia, Austria, Belgium, Canada, the Czech 
Republic, Denmark, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Italy, Japan, Luxembourg, Mexico, the 
Netherlands, Norway, Portugal, Republic of Korea, the Slovak Republic, Spain, Sweden, Switzerland, Turkey, the United 
Kingdom and the United States. The Commission of the European Communities also takes part in the work of the Agency. 

 The mission of the NEA is: 
− to assist its member countries in maintaining and further developing, through international co-operation, the scientific, 

technological and legal bases required for a safe, environmentally friendly and economical use of nuclear energy for 
peaceful purposes, as well as 

− to provide authoritative assessments and to forge common understandings on key issues, as input to government 
decisions on nuclear energy policy and to broader OECD policy analyses in areas such as energy and sustainable 
development. 

 Specific areas of competence of the NEA include safety and regulation of nuclear activities, radioactive waste 
management, radiological protection, nuclear science, economic and technical analyses of the nuclear fuel cycle, nuclear law and 
liability, and public information. The NEA Data Bank provides nuclear data and computer program services for participating 
countries. 

 In these and related tasks, the NEA works in close collaboration with the International Atomic Energy Agency in Vienna, 
with which it has a Co-operation Agreement, as well as with other international organisations in the nuclear field. 

 
© OECD 2008 
No reproduction, copy, transmission or translation of this publication may be made without written permission. Applications 

should be sent to OECD Publishing: rights@oecd.org or by fax (+33-1) 45 24 99 30. Permission to photocopy a portion of 
 this work should be addressed to the Centre Français d’exploitation du droit de Copie (CFC), 20 rue des Grands-Augustins, 75006 
Paris, France, fax (+33-1) 46 34 67 19, (contact@cfcopies.com) or (for US only) to Copyright Clearance Center (CCC), 222 
Rosewood Drive Danvers, MA 01923, USA, fax +1 978 646 8600, info@copyright.com. 
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COMMITTEE ON THE SAFETY OF NUCLEAR INSTALLATIONS 

The NEA Committee on the Safety of Nuclear Installations (CSNI) is an international committee made up 
of senior scientists and engineers, with broad responsibilities for safety technology and research 
programmes, and representatives from regulatory authorities. It was set up in 1973 to develop and 
co-ordinate the activities of the NEA concerning the technical aspects of the design, construction and 
operation of nuclear installations insofar as they affect the safety of such installations. 

The committee’s purpose is to foster international co-operation in nuclear safety amongst the OECD 
member countries. The CSNI’s main tasks are to exchange technical information and to promote 
collaboration between research, development, engineering and regulatory organisations; to review 
operating experience and the state of knowledge on selected topics of nuclear safety technology and safety 
assessment; to initiate and conduct programmes to overcome discrepancies, develop improvements and 
research consensus on technical issues; to promote the coordination of work that serve maintaining 
competence in the nuclear safety matters, including the establishment of joint undertakings. 

The committee shall focus primarily on existing power reactors and other nuclear installations; it shall also 
consider the safety implications of scientific and technical developments of new reactor designs.  

In implementing its programme, the CSNI establishes co-operative mechanisms with NEA’s Committee on 
Nuclear Regulatory Activities (CNRA) responsible for the program of the Agency concerning the 
regulation, licensing and inspection of nuclear installations with regard to safety. It also co-operates with 
NEA’s Committee on Radiation Protection and Public Health (CRPPH), NEA’s Radioactive Waste 
Management Committee (RWMC) and NEA’s Nuclear Science Committee (NSC) on matters of common 
interest.
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EXECUTIVE SUMMARY 

During the mid 1990s a Task group was formed within the Organisation for Economic Cooperation and 
Development/Nuclear Energy Agency (OECD/NEA), to exchange information on events involving 
computer-based systems.  In 2005 the OECD/NEA Steering Committee agreed to establish the 
international Computer-Based Systems Important to Safety (COMPSIS) project to encourage multilateral 
cooperation in the collection and analysis of data relating to computer-based system events in nuclear 
facilities.  The main objective of the project is to improve the safety of nuclear facilities by utilising 
operating experience and providing common resources for the analytical framework of qualitative and 
quantitative assessments. 

During the first COMPSIS project period (2005–2007), organisations from Finland, Germany, Hungary, 
Japan, the Republic of Korea, Slovak Republic, Sweden, Switzerland, the United States and Chinese Taipei 
agreed to participate. 

The lack of computer-based system failure data is one of the major deficiencies in assessments of the risk 
of computer-based systems in nuclear facilities.  To remedy this situation, it was highly important to 
establish an international computer-based system analysis databank, similar to the one that OECD 
established for the International Common-Cause Failure Data Exchange/Common-Cause Failure data 
collection and processing system.  The COMPSIS Project is designed to fill the shortage of computer-
based system analysis data.  This project will enable the identification of the root cause of a computer-
based system failure and the effect of the failure and the determination of how the failure could have been 
prevented.  The type of analysis expected from this project is needed to support risk analysis and the 
regulatory review of computer-based systems. 

This report describes the current status of the COMPSIS database after three years of operation and gives 
some insights into the database structure, coding guidelines, collected computer based system failure 
events and a first qualitative insight from the data. 
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1. INTRODUCTION/BACKGROUND 

Computer-based instrumentation and control (I&C) systems and components have been available to the 
nuclear industry since the 1980s, although many licensees have chosen to retain analog-based systems and 
components in nuclear facility safety systems.  As these analog-based systems aged and replacement parts 
became more difficult to obtain, licensees began to incorporate computer-based I&C systems as 
replacements.  Software-based systems are currently being used and retrofitted in operating nuclear power 
plants (NPPs) worldwide.  The failure modes of both hardware and software in computer-based I&C 
systems are, to some extent, different from those of the analogous I&C systems.  It is also difficult to 
perceive the structure of a software-based system in a traditional sense. 

Additionally, new advanced reactors use computer-based technology in safety systems, and many countries 
are announcing plans for these new reactor facilities.  The number of computer-based I&C safety system 
applications in the nuclear industry has continued to increase, thereby requiring an increasingly larger 
proportion of regulatory resources to address computer-based I&C issues in licensing and inspections of 
nuclear installations.  Other industries (i.e., petrochemical, pharmaceuticals, fossil, and train/rail) have 
accumulated significant experience with computer-based I&C. 

The Committee on Nuclear Regulatory Activities (CNRA) and the Committee on the Safety of Nuclear 
Installations (CSNI) formed a special task group on Computer-Based Systems Important to Safety 
(COMPSIS) in 1996.  The functions of the task group were to (1) collect, analyse, and gather feedback on 
lessons learned, issues identified, and corrective actions taken from the operating experience with 
computer-based systems in NPPs in the various participating countries and (2) follow up on the evolving 
technology as it applies to NPPs and identify new issues that affect the licensing and operation of computer 
systems in NPPs.  The CSNI Working Group on Operating Experience has provided supervisory support to 
the group. 

The work of the task group resulted in a trial database and in guidelines issued as the CSNI report 
NEA/CSNI/R(99)14, “Computer-Based Systems Important to Safety (COMPSIS) Reporting 
Guidelines” [7].  However, the task group concluded at the beginning of 2003 that a more comprehensive 
data collection and in-depth analysis were worth pursuing internationally as an Organization for Economic 
Cooperation and Development (OECD) joint project.  Consequently, the CSNI approved in June 2003 the 
start of preparations by the Nuclear Energy Agency (NEA) for a joint project in this area.  In 
December 2004, the CSNI endorsed the initiation of the COMPSIS project.  In December 2007, the 
continuation of the COMPSIS project was announced to the CSNI. 

Other CSNI efforts related to computer-based systems include the Working Group on Risk Assessment 
(WGRISK) technical note on computer-based system reliability [1] and the Expert Group on Digital 
Instrumentation and Control (EGDIC) work, which recommended future actions in the field of 
computer-based systems.  Both papers underline the importance of COMPSIS.  Also, based on those 
works, the CSNI decided in June 2007 to launch the Digital Instrumentation and Control Reliability 
(DICRel) task group under WGRISK to make recommendations with regard to the reliability assessment of 
computer-based systems. 

 



NEA/CSNI/R(2008)13 

 14



 NEA/CSNI/R(2008)13 

 15

2. SCOPE AND OBJECTIVES 

Software and hardware faults in safety critical systems are typically rare events and, consequently, most 
countries do not experience enough fault events to reach a meaningful synthesis.  Combined information 
from several countries, however, is expected to yield enough data for conclusions to be drawn.  This model 
has been proven to work in several other OECD/NEA joint Projects such as the ICDE, OPDE, and FIRE 
databases.  Consequently, the idea behind the COMPSIS Project is to allow countries to collaborate and 
exchange operating experience in a structured way that increases available computer-based I&C failure 
data.  The ultimate objective is to use this information to improve safety management and the quality of 
risk analysis of software-based I&C and other equipment. 

The detailed objectives of the COMPSIS Project agreed to by the participants are the following: 

• Define a format and collect software and hardware fault experience in computer-based, 
safety-critical NPP systems (hereafter called “COMPSIS events”) in a structured, quality–assured, 
and consistent database. 

• Collect and analyse COMPSIS events over a long term so as to better understand such events, their 
causes, and their prevention. 

• Generate insights into the root causes and contributors of COMPSIS events which can then be used 
to derive approaches or mechanisms for their prevention or for mitigating their consequences. 

• Establish a mechanism for an efficient feedback of experience gained in connection with COMPSIS 
events including the development of defenses against their occurrence, such as diagnostics, tests, and 
inspections. 

• Record event attributes and dominant contributors so that a basis for national risk analysis of 
computerized systems is established. 

The COMPSIS Project is envisaged as including COMPSIS events in relevant NPP systems, including 
both software and hardware-related events.  The COMPSIS Coding Guidelines (Appendix A) defines a 
COMPSIS event as follows: 

A COMPSIS event is based on a fault, error, or failure or unexpected behavior involving computer-based 
systems important to safety.  The computer-based system could do one of the following: 

• Initiate the event and propagate its effects via outputs to other components or systems. 

• Initiate but manage the event with no external effects. 

• Receive the event from an external input immediately or eventually causing the system to function 
improperly. 

• Receive the event from an external input, causing the system to initiate an event-treatment 
mechanism (hence “managing” the event). 
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The importance to safety of a computer-based system can be stipulated in accordance with Institute of 
Electrical and Electronic Engineers (IEEE) Standard 603-1991, “Standard Criteria for Safety Systems for 
Nuclear Power Generating Stations—Description” [3], International Atomic Energy Agency (IAEA) 
Safety Requirements NS-R-1, or International Electrotechnical Commission IEC 61226, “Nuclear Power 
Plants—Instrumentation and Control Systems Important to Safety—Classification of Instrumentation and 
Control Functions” [4]. 

The project also seeks to take full benefit of the experience gained in national event databanks and licensee 
event report collection systems.  They are among the principal sources of information.  The Steering Group 
for the second COMPSIS agreement period (2008–2010) will investigate possibilities for extending the 
information exchange to events of interest in other NPP records (e.g., maintenance databases, modification 
requests, operation logs, and service providers’ (vendors, etc.) logs), cause consequence, corrective action, 
and involved systems, and the coding guidelines will be updated accordingly.  These efforts are expected 
to considerably enlarge the available information base. 

The database is expected to support model development validation and similar efforts, to identify all types 
of events and scenarios for inclusion in models for Probabilistic Safety assessments (PSA) to ensure that 
all mechanisms are accounted for, and to evaluate computer-based I&C system failure occurrence 
frequencies, if possible. 
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3. PROJECT INFRASTRUCTURE 

The Project Steering Committee (SG), composed of the national coordinators and additional experts of 
participating countries, manages the COMPSIS Project.  During the first three-year period, the participants 
were AEC/INER/TPC (Chinese Taipei), STUK (Finland), GRS/ISTec (Germany), HAEA (Hungary), 
JNES (Japan), Consortium of KINS/KAERI/KHNP/KOPEC (Korea), SKI (Sweden) now SSM, VUJE 
(Slovak Republic), HSK (Switzerland), and NRC (United States). 

The SG holds all power to make project decisions.  The OECD/NEA Nuclear Safety Division provides the 
secretariat services to the SG and handles financial matters and other types of administration for the 
project.  Each country provides the funding that is generally used to finance the Operating Agent (OA, 
often also referred to as clearinghouse) activities.  The OA ensures the quality assurance and the operation 
of the database.  It also prepares biannual progress reports to the SG.  The Institute for Energy Technology 
(IFE) sector Man-Technology-Organisation (MTO) Safety, in Halden, Norway, acted as OA in 2005-2007.  
The SG has agreed to retain the services of IFE for the new three-year period (2008–2010). 

In cooperation with the OA, the participants prepare project reports for general CSNI distribution.  These 
reports are intended to contain conclusions on the analysis performed whenever major steps of the project 
have been completed.  The COMPSIS SG approves all reports discussing the project data and/or findings.  
This document, the first COMPSIS Project report, presents the achievements of the initial 3-year period, 
2005–2007. 

The COMPSIS Terms and Conditions [2], also found in Appendix B, describes in detail the operation of 
the COMPSIS Project.  In particular, it addresses the responsibilities of the participants, the funding, and 
the distribution of the database.  Furthermore, there is an initiative to write the project operating procedures 
defining the detailed ways the project works for the second agreement period (2008–2010). 
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4. DATABASE CONTENT AND STRUCTURE 

The COMPSIS Project exchanges computer-based I&C system failure data of NPPs covering all operating 
modes. The goal is all events that involve the failure of computer-based systems and meet each country’s 
reporting criteria should be reported to the COMPSIS database.  The database should give a broad 
perspective of events/incidents occurring in operations with computer-based systems important to safety.  
The events to be reported to the COMPSIS database must meet the criteria defined in Chapter 2, “Scope 
and Objectives.” 

The structure of a computerized system can be very detailed and complicated.  The COMPSIS database is 
designed to handle a wide range of event reports involving both simple and complex systems.  

Figure 1 shows the structure of the information content of an event.  The data collected are grouped into 
the following sections: 

• General Description:  The first set of data fields briefly identifies the event.  These include the 
COMPSIS identifier (a string including the country code and, normally, the national identifier of the 
event) and a short title to quickly identify the nature of the event.  The general description includes 
the main classification of the event according to the high-level deficiency (HLD) characteristics and 
a short textual description of the event. 

• Facility Information:  Essential information about the facility where the reported event occurred, 
including the status of operation before and after the reported event.  If the identity of the nuclear 
facility where the event took place should be concealed, an anonymous plant option is available. 

• Data Provider:  The name of the data provider.  This person can be contacted for details not 
reported in the databank.  

• Cause Analysis:  A structured description of the chain of causes that led to the reported event.  Each 
cause is normally associated with a system (see “Involved Systems” below) and represents what 
happened at that system.  Causes are linked together (propagation path) to show how they 
contributed to the incident.  Associated with the propagation path are comments about possible 
missing or inadequate barriers that permitted the incident to develop. 

• Consequence Analysis:  A structured description of what has been observed and the possible 
consequences of the reported event. 

• Corrective Actions:  A description of the corrective actions, planned after the event, to avoid a 
similar occurrence of the reported event and, in particular, to prevent its causes from recurring.  
More than one corrective action can be associated with a cause.  Interventions on barriers can be 
associated with the source because the barrier is intended to block. 

• Recovery Actions:  A description of the actions performed at the time of the incident in order to 
control the consequences. 
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• Involved Systems:  The list of systems involved in the event.  A system can be involved in one or 
more events in the chain of causes leading to the reported event, in the reported event itself, or in the 
consequences.  Systems can be organized in a hierarchy, indicating that a system represented at a 
node is a component or module of the system represented at the parent node.  Causes and 
consequences can be connected to a system, meaning that the event occurred at that system. 

• Severity Level and Effects:  Information about the impact of the reported event on plant operation, 
the level of damages to the facility, damages to the environment, and injuries to people. 

• Lessons Learned:  Synthesis of the main message of the event relevant to safety measures. 

• Attachments:  Relevant documents useful in understanding the event.  There is no rule as to which 
documents should be included as attachments.  The selection of documents is at the discretion of the 
data provider. 

The user interface (UI) of the databank provides the means to submit the information groups listed above.  
The UI allows the data provider to determine the level of detail of the analysis of an event.  Cause and 
consequence analyses aim at describing the history of the reported event in terms of initiating and resulting 
events.  Thus, the actual report should describe the event in relation to its causes and possible or observed 
consequences. 

Figure 1:  Overview of the structure of information about a COMPSIS event 

The coding guidelines describe the content of the database in more detail. 

COMPSIS events are stored in a centralised secured database accessible via the Internet (www.compsis.org).  
Events are input through a Web browser and stored in a relational database (currently MySQL). 
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5. DATA COLLECTION AND CURRENT STATUS 

One challenge in setting up an international database is to ensure a consistent reporting level between 
countries in order to capture all events meeting the project criteria.  Regulatory and utility reporting levels 
differ between member countries, and the reporting criteria may have changed with time.  For events from 
the past, the database includes for reference the evolution of reporting levels over time.  For future events, 
one objective of the first three-year phase is to define a project reporting level, which will account for the 
countries’ policies while correctly addressing the technical objectives of the project. 

With emphasis on data validity and data quality, the COMPSIS coding guidelines have been developed for 
collecting and classifying computer-based I&C system failure event data to ensure consistent 
interpretations and applications. 

Each national coordinator is responsible for protecting and maintaining the proprietary rights of the 
information he or she provides to the project, including markings or other indications that such information 
is confidential.  Every country arranges for the protection of proprietary rights.  The Operating Agent is 
also bound to keep the proprietary information secure during the course of the project. 

During the period 2005–2007, participating countries have been continuously delivering computer-based 
I&C system failure data to the COMPSIS Project, beginning with the delivery of the first set of data in 
August 2005.  The first data collection had several objectives: 

• To confirm and, if necessary, improve the design and attributes of the COMPSIS database. 

• To confirm and, if necessary, improve the coding guidelines against data. 

• To test routines for further data collection. 

Stable routines for reporting data and data quality assurances are now in place. The Figure 2 below 
illustrates the COMPSIS events life cycle which is described in Appendix A. 
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Figure 2:  COMPSIS event life cycle 
(CLH: Clearinghouse – DP: Data Provider _ CM: COMPSIS Member) 

Member countries have delivered additional sets of data to the project.  By the end of 2007, the database 
contained 40 events, 35 of which were being assessed, while five were completed.  The quality of all event 
data is continuously assured as shown by the event life cycle figure.  The events are from the period early 
2000 to 2005. Although the reporting of events is not exhaustive, the database provides a good platform for 
starting the analytical phase. 

Table 1:  Number of events with respect to event life cycle stage 

Event life cycle stage # of events 
Open 10 

Pending 25 
Approving 1 
Approved 4 

One event in the database serves as an example event (i.e., an anonymous version of real data).  The other 
39 events include 16 from a boiling-water reactor, 22 from a pressurised-water reactor, and one from a 
heavy-water-moderated, pressure tube reactor.  The status of 35 events as open or pending means that the 
event data are incomplete and may change before the data are ready to be approved.  The data in the 
following tables should therefore be read with this in mind. 
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Table 2:  Number of events with respect to plant status before the incident 

For each event, one or more related systems shall be recorded.  These recorded systems shall be classified 
according to the IAEA and IEC classification.  Table 3 and Table 4 show the number of recorded systems 
versus these classifications.  Note that for many of the events in the open or pending category, this 
information is missing. 

Table 3:  Number of systems vs. IAEA system safety relevance classes 

IAEA safety classes Open/ 
pending

Approved/ 
approving 

All 
systems 

Items not important to safety  8 1 9 
Safety-related items or systems  11 6 17 
Safety systems 2  2 
Protection systems   5  5 
Safety system support features  1  1 
TOTAL 27 7 34 

Table 4:  Number of systems vs. IEC system safety relevance classes 

IEC safety classes Open/ 
pending

Approved/ 
approving 

All 
systems 

Not categorised I&C functions 10 1 11 
I&C functions of category C   3 1 4 
I&C functions of category B  4 5 9 
I&C functions of category A 3  3 
TOTAL 20 7 27 

Plant status before incident 
Open/ 

pending 
Approved/ 
approving 

All 
events

Construction     
Refuelling on power     
On power 5 2 7 
Full allowable power 14 3 17 
Reduced power (including zero power)  1  1 
Raising power or starting up 4  4 
Reducing power  2  2 
Cold shutdown (reactor subcritical and coolant temperature <93°C) 2  2 
Refuelling or open vessel (for maintenance)  2  2 
Refuelling or open vessel—all or some fuel inside the core  2  2 
Start-up test 1  1 
No code given 2  2 
TOTAL 35 5 40 
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A system can also be recorded according to a system function; as shown in Table 5. 

Table 5:  Number of recorded systems per system function 

System function Open/ 
pending 

Approved/ 
approving All systems 

Recorded 
lessons-
learned 
reports 

-- Control system fuel handling  3 3 1 
-- BOP system  1 1  
7.4.1 Protection systems 3  3 2 
7.4.1.1 Reactor trip system 1  1  
7.4.3.1 Monitoring 3  3 5 
7.4.3.4 Optimisation 1  1 1 
7.4.3.5 Control  5  5  
7.4.4 Information systems 2  2  
7.4.5 Limitation system 3 1 4 5 
7.4.7.4 Control facilities 2  2 1 
TOTAL 20 5 25 15 

As shown in Table 6, each event is classified according to one or more HLDs. 

Table 6:  Number of recorded HLDs 

HLD classification Open/ 
pending 

Approved/  
approving 

All 
HLDs 

Recorded 
lessons-
learned 
reports 

-- Not classified 1  1 1 
12.1.4 Loss of safety function 1 1 2  
12.1.5 Significant degradation of safety function 2 1 3 6 
12.1.6 Failure or significant degradation of the reactivity control 1  1 1 
12.1.7 Failure or significant degradation of plant control 4 1 5  
12.1.10 Loss of onsite power 2  2 1 
12.1.11 Transient  8  6  
12.1.11.1 Power transient  8 1 9 1 
12.1.11.2 Temperature transient 1  1  
12.1.11.3 Pressure transient  2  2 1 
12.1.11.4 Flow transient  4  4 2 
12.1.14 Fuel-handling incident 3 3 6 2 
12.1.16 Security, safeguards, sabotage, or tampering incident 1  1  
TOTAL 38 7 45 15 
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Each event can be classified according to one or more causes. Table 7 shows these causes classified 
according to a list of low-level deficiencies (LLDs). 

Table 7:  Number of recorded LLDs 

LLD classification Open/ 
pending 

Approved/ 
approving 

All LLDs

Hardware failure type 9  9 
Systematic failure  8  8 
Non systematic failure  5  5 
Software failure/fault type  2  2 
Primary fault   2 2 
Documentation (comments, messages) 4  4 
Syntax (spelling, punctuation, typos, instruction formats)  1 1 
Interface (procedure calls and references, I/O, user formats) 2  2 
Checking (error messages, inadequate checks)  2 2 
Data (structure, content) 6 2 8 
Function (logic, pointers, loops, recursion, computation, 
function defects)  8  8 

System (configuration, timing, memory) 1 1 2 
Secondary fault 1  1 
Command fault  4 4 4 
TOTAL 46 12 58 

In 16 cases, these LLDs are also classified as root causes, as shown in Table 8. 

Table 8:  Number of recorded root causes 

LLD classification All LLDs All root 
causes 

Hardware failure type 9 1 
Systematic failure  8 1 
Non systematic failure  5  
Software failure/fault type  2 1 
Primary fault  2 2 
Documentation (comments, messages) 4 1 
Syntax (spelling, punctuation, typos, instruction formats) 1  
Interface (procedure calls and references, I/O, user formats) 2 1 
Checking (error messages, inadequate checks) 2 1 
Data (structure, content) 8 4 
Function (logic, pointers, loops, recursion, computation, function defects)  8 2 
System (configuration, timing, memory) 2  
Secondary fault 1  
Command fault  4 2 
TOTAL 58 16 
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Finally, for each event, it is possible to record a lesson learned.  By the end of 2007, the project has 
recorded 17 such lessons-learned reports.  In some cases, the lessons-learned report has been linked to an 
HLD and/or a system function, as shown in Table 9. 

Table 9:  Number of lessons learned and listing of associated HLDs and system function 

System function HLD 

Number of 
lessons-
learned 
reports 

Control system for a fuel handling 
device Fuel-handling incident 1 

Protection system Loss of on-site power 1 
Protection system Power transient 1 
Monitoring Not classified 1 
Monitoring Significant degradation of safety function 4 

Optimisation Failure or significant degradation of the 
reactivity control 1 

Limitation system 

Significant degradation of safety function 

2 Failure or significant degradation of plant 
control 
Power transient 

Limitation system Pressure transient 1 
Limitation system Flow transient 2 
Control facilities Fuel-handling incident 1 
TOTAL 15 
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6. ANALYSIS OF DATA AND OBSERVATIONS 

6.1 Overview 

Because of the progress of computer-based technology and obsolescence of analog control equipment, 
many nuclear systems have been upgraded from analog to computer-based systems.  The newer computer-
based systems utilise technology with sensors, actuators, and software.  These systems apply the advanced 
human-machine interface design and the software control technology to take the place of analog controls 
and instruments in conventional control rooms which require operators to watch many indicators, monitor 
the pump/valve status, and operate hard-wired actuator switches to keep the systems operated within a 
normal range or deal with abnormal conditions.  Replacing these systems with computer-controlled 
equipment can often reduce the operator’s burden and maintenance costs.  Although computer-based 
design offers many advantages, some characteristics inherent in software and hardware integrated systems, 
human-machine interfaces, and project management may cause failure events during operations. 
COMPSIS collects data from its member countries on related events that may affect the safety of NPPs. 
This chapter describes the conceptual model and processes for the pilot analysis of COMPSIS events. 

6.2 Preliminary study on root causes and consequences analysis 

In a preliminary study performed in June 2007 to identify root causes and simplified consequences 
analysis, was adopted the simplest form of a single cause for a reported event.  After analysing 27 events, it 
was concluded that there were 7 root causes and 13 causes.  The analysis used the low-level deficiency 
code of the event Coding Guidelines (CG) to categorise those causes.  More detailed descriptions of the 
root causes and consequences analysis appear in the following subsections. Further research will 
investigate cases where several causes contribute to an event. 

6.2.1 Root causes 

6.2.1.1 Design defect 

Design defect cause is one of the most impact factors for computer-based safety system in these findings.  
There are two causes in the design defect cause.  They are software design defect and hardware design 
defect.  The main reason leading to this cause is negligence concerning system requirements.  The 
undesired result is that many more efforts are needed to make up for the previous mistakes in the 
requirement analysis phase.  

(1) Software design defect:  In this cause, the authors found that many problems were from 
designers not taking into account all conditions or operation modes; for example, in the following 
year 2000 time display, there are out of scope or error parameters: 

(2) Hardware design defect:  The same observation made for software design defect applies here.  
This cause focuses on hardware design errors or insufficient requirements analysis.  For example, 
the wrong size or length is given in  an event:  
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6.2.1.2 Configuration management 

Traditionally, the goal of configuration management (CM) programs is to ensure system consistency 
throughout the operational life cycle phase, particularly as changes are being made.  Software 

configuration management (SCM) can be regarded as a subset of general CM in computer-based systems.  
Similarly, SCM is a process that is involved with identifying configuration items, changes control 
(including impact analysis), status accounting, and auditing.  Its aims are to maintain integrity and 
traceability of the configuration items throughout the software development life cycle. 

However, this study found that impact analysis and safety evaluation were often ignored in the real world.  
For example, some events are induced by neglecting the comparability with other functions when adding a 
new function.  In addition, the records of change and test reports were missed in the software maintenance 
environment.  More specific descriptions are listed below: 

(1) Impact analysis:  For a complex system, impact analysis should identify all configuration items 
which will be impacted before any configuration item is changed. 

(2) Status accounting/auditing:  The authors recommend that an SCM team be responsible for 
managing and controlling the status of a change request in a nuclear power plant.  Any updates to 
change requests and software baselines should be performed under authority of the SCM team.  
The assessment result, such as reject, accept, or pending, will be recorded as the change request 
status and returned to the owner of the change request by the SCM team. 

6.2.1.3 Communication 

Communication is becoming more and more important in computer network environments.  There are 
three causes in this root cause:  

(1) Electromagnetic interference:  In this cause, a firmware (programs store on nonvolatile storage 
(e.g., ROM or PROM)) of communication module emitting a continuous electromagnetic signal 
to interrupt communication was found. 

(2) Other interference:  Some false signals or light interruptions in the normal data communication 
were found. 

(3) Component failure:  Some component failures led to the communication card being disabled. 

6.2.1.4 Hardware failure 

Hardware failure is one of the most common causes in the study findings, which identified three types of 
hardware failure—material aging problem, grounded interference, and hardware fault.  The two main 
reasons leading to this cause are the hardware fault and the aging problem.  However, there is no effective 
method to prevent this from happening again. 

(1) Hardware fault:  The study found that most hardware faults come from the controller, circuit, or 
input/output card.  In some cases, this fault is very hard to find because of the intermittent nature 
of the faults. 

(2) Grounded interference:  The grounded test should be performed before the installation or 
replacement of new devices or equipment. 
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6.2.1.5 Routine maintenance 

Routine maintenance means periodic testing such as the daily or weekly system test.  However, the study 
found a test data consistency problem in the COMPSIS databank. 

(1) Test validation:  It is recommended to follow standard operation procedure and use software 
toolkit for routine maintenance work. 

6.2.1.6 Quality assurance defect 

This cause represents the manufacturing defect from the manufacturer or vendors.  The purpose of quality 
assurance is to help the manufacturer to ensure product quality.  Moreover, quality assurance should be 
performed in parallel with the product manufacture. 

(1) Factory acceptance testing:  Besides the need for a well-defined quality assurance program, 
factory acceptance testing also should be conducted carefully before shipment to the customer. 

6.2.1.7 Human factor 

In this human factor cause, the study found that some events stem not only from human factors but also 
from other causes.  However, personnel can avoid this type of event by taking more care. 

(1) Operation error:  In spite of there being defects in system design, personnel can avoid operation 
error by being more attentive. 

(2) Procedure missing:  In spite of there being deficiencies in software management, personnel can 
avoid them by establishing a standard procedure. 

6.2.2 Consequences analysis 

In this consequences analysis, the authors referenced the system description section of the CG and adopted 
three layers of system structure—application, communication, and process and the system element to 
represent observed and possible consequences.  The results appear in Table 10.  In addition, the INER also 
provided the analysis results of recovery actions, as well as corrective actions, as Table 11 shows.  
(Recovery actions are intended to control the consequence; corrective actions can avoid the reported event 
and its consequences.) 

Table 10:  Observed and possible consequence 

Root cause Structure layer System element 
Design defect Application Application software, System software 
Configuration 
management 

Application Application software, System software 

Communication Communication, 
Process 

Interface card 

Hardware failure Process Actuator, Sensors/Transmitter 
Routine maintenance Process Actuator, Sensors/Transmitter 

Quality assurance 
defect 

Process Application software, Actuator 

Human factor Application Human-machine interface 
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Table 11:  Recovery and corrective actions 

Root cause Recovery and actions Corrective actions 
Design defect Enable diverse protect mechanism Redefine system requirement 

Configuration management Regression test Fulfill software engineering 
concepts and practice 

Communication Repair or replace Perform environmental test in 
advance 

Hardware failure Repair or replace Redundancy design and 
implementation 

Routine maintenance Reload or redo Follow procedure or use tool 
Quality assurance defect Retest or validation Fulfill integrated test 

Human factor Improve alarm design Enhance training and knowledge 
management 

6.3 Preliminary observations 

When this study was performed, the COMPSIS databank included only 27 events.  The number is still too 
small to allow further research such as quantitative analysis.  Therefore, instead of attempting to use 
statistics analysis, a causal learning model is proposed for analysis of COMPSIS data.  Figure 3 shows the 
basic concept of an abduction analysis model. 

 

Figure 3:  Concept of causal learning model 

This model entails five processes, which include data collection, finding, hypotheses/diagnostic structure, 
verification, and conclusion.  The central role of the model is the learning process.  This will be described 
in more detail below. 

After the detailed information about events is gathered from the COMPSIS databank (in the first process), 
a qualitative analysis is used to identify appropriate classifications and causal (cause/effect) relations.  
Then, the analysts adopt ontology methodology and an ontology tool to express explicitly the complicated 
event of unambiguous concepts and structured information.  Therefore, the output of the second process is 
a diagnostic-structure graph. In the third process, the analysts will formulate a few hypotheses based on the 
result of qualitative analysis.  Moreover, these hypotheses need to be further verified by the coming 
evidence.  If there is any conflict, hypotheses should be modified or redefined.  In other words, a recursive 
loop exists between hypotheses and new evidence.  Finally, the above refined processes allow some 
conclusions to be made. 
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Nuclear safety systems depend heavily on computers, networks, and software.  Therefore, more and more 
events are being reported in the COMPSIS databank.  The lessons learned so far from these 27 events are 
listed below: 

• Initial findings show that design defect, configuration management, and hardware failure are the 
three main root causes. 

• A well-defined requirement analysis and consistent specification can improve system safety and 
reliability. 

• Safety systems should emphasise simple design, easy maintenance, and procedures for change. 

• Improvement of component materials can mitigate the effects of aging hardware. 

Qualitative analysis emphasises the identification of root causes and impact analysis.  On the other hand, 
quantitative analysis provides a clear picture by displaying a number.  The two types of analysis should be 
complementary to achieve the best analysis results. 

During the initial qualitative analysis, the simplest form of single cause and a reported event were adopted 
to identify root causes and simplify consequences analysis.  With limited time, the analysis addressed only 
27 events of the databank (before July 2007).  To improve analysis precision, more events are needed for 
further study. 

Further research offers many challenges, such as finding ways to deal with the complicated form that 
includes combinatorial, temporal, and synchronised relations between root causes and events, and the 
“many-to-many” relation between systems and events.  An ontology-based approach suggests a direction 
for future research.  Ontology is a formal structure to support knowledge sharing and re-use.  For this 
project, it could be used to express explicitly the complicated event of unambiguous concepts and 
structured information, thus enabling the exploration of causal patterns and event trends in the future. 
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7. CONCLUSION 

The objective of the COMPSIS Project is improving the safety of nuclear facilities by utilising operating 
experiences and providing common resources for analytical framework of qualitative and quantitative 
assessments. The first period of the COMPSIS-Project has been concentrating on the development of clear 
definitions, coding guidelines, data base structure and user interface of the data base. In this period 10 
countries took part in the project. 

During the first period, the participating members reported 40 events that are collected in the data base. 
The reporting that have been performed during the first period has to be seen as testing of the user interface 
and data base structure. The established guidelines and Web-based infrastructure is appropriate to gain 
further data. A first attempt has been performed for qualitative analysis showing some results obtained 
from the collected events during the first period Procedures for modifications of guidelines, data base 
structure and user interface have been proved and further enhancement is expected. Especially rules for and 
collection of “low-level data” should be taken into account. 

During the next period which has started in January 2008 the project shall be focused on reporting of 
events and starting up the analysis of data. Although, the main objective should be directed to qualitative 
analysis and results, discussions on possibility for more quantitative analysis should start. 

This project will continue to enable the identification of the root cause of a computer-based system failure 
and the effect of the failure and the determination of how the failure could have been prevented.  The type 
of analysis expected from this project is needed to support risk analysis and the regulatory review of  
Computer-based systems. 

 



NEA/CSNI/R(2008)13 

 34

REFERENCES 

[1] Nuclear Energy Agency, “Software-Based System Reliability—A Technical Note by the Working 
Group on Risk Assessment (WGRISK),” NEA/SEN/SIN/WGRISK, 2007. 

[2] Nuclear Energy Agency, “COMPSIS Terms and Conditions for 2008–2010,” 
NEA/SEN/SIN/COMPSIS(2007)1. 

[3] Institute of Electrical and Electronic Engineers, “IEEE Standard Criteria for Safety Systems for 
Nuclear Power Generating Stations—Description,” IEEE Standard 603-1991. 

[4] International Electrotechnical Commission, “Nuclear Power Plants—Instrumentation and Control 
Systems Important to Safety—Classification of Instrumentation and Control Functions,” IEC 61226, 
2005. 

[5] International Atomic Energy Agency, “Instrumentation and Control Systems Important to Safety in 
Nuclear Power Plants,” IAEA Safety Standards Series, No. NS-G-1.3. 

[6] H. Thane, “Safe and Reliable Computer Control Systems—Concepts and Methods,” Royal Institute 
of Technology (KTH), Stockholm, 1996. 

[7] Nuclear Energy Agency, “Computer-based system important to Safety (COMPSIS) - Reporting 
Guidelines” NEA/CSNI/R(99)14, Rev.1. 

 



 NEA/CSNI/R(2008)13 

 35

APPENDIX A 

COMPSIS 

OECD (Organisation for Economic Cooperation 
and Development) Exchange of Operating 

Experience Concerning Computer-Based Systems 
Important to Safety at Nuclear Power Plants 

Event Coding Guidelines 
 



NEA/CSNI/R(2008)13 

 36

A - FOREWORD 

The objective of the present guidelines is to help the user to prepare a Computer-Based Systems Important 
to Safety (COMPSIS) report on an event so that important lessons learned are efficiently transferred to the 
COMPSIS database.  The principles behind developing the guidelines are to some extent similar to the 
procedure chosen by the Incident Reporting System.  However, the COMPSIS database is designed for 
computer-based systems and instrumentation and control equipment.  The project’s ultimate purpose is to 
collect and disseminate information on significant safety-critical events involving such systems and 
equipment at nuclear power plants so that such events can lead to conclusions and lessons learned. 

June 2008 

COMPSIS Steering Group 

COMPSIS Operating Agent 
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A - HISTORY OF CHANGES 

Date Version Comment 
September 2007 3.2 • Introduction of History of Changes. 

• Implementation of changes required during the 5th 
Steering Group (SG) meeting in Stockholm, Sweden 

o Revision of the  event life cycle 
• Minor changes in the text to harmonise graphical user 

interface and coding guidelines (CG). 
• Insertion of identification of all event parameters in order 

to make references from the user guide to the CG. 
• Removal of country codes and national codes to a 

separate section, no longer part of Section 5. 
• Added more comments on the fields of Section 5. 
• Complete revision of Section 5.1  
• Addition of an experimental and incomplete Section 5.2 

(to determine  if it can be useful). 
• Revision of definition of basic data structure and basic 

event. 
• Section 19 to collect codes previously in Section 5. 

October 2007  • Implementation of changes required during the 6th SG 
meeting in Garching, Germany. 

November 2007  • Example added in the appendix 
June 08 3.3 • Added missing content to Section 7.3 “Classification of 

Systems According to Safety Relevance” (according to 
COMP Action 6-6, 7th SG meeting Paris, France). 

• Replaced “Clearing House” with “Clearing House/ 
Operating Agent”, and CLH with CLH/OA. 

• Editorial changes (according to external and SG review) 
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A - ABBREVIATIONS 

BWR Boiling-Water Reactor 
CFR Code of Federal Regulation 
CG Coding Guidelines 
CLH/OA Clearinghouse / Operating Agent 
COSS Computerised Operation Support Systems 
COMPSIS Computer-Based Systems Important to Safety 
CSNI Committee on the Safety of Nuclear Installations 
GUI Graphical User Interface 
HMI Human-Machine Interface 
I&C Instrumentation and Control 
IAEA International Atomic Energy Agency 
IEC International Electrotechnical Commission 
I/O Input/Output 
IRS Incident Reporting System 
MTTF Mean Time To Failure 
MTTR Mean Time To Repair 
NPP Nuclear Power Plant 
NS-G Nuclear Safety Guide 
NUREG/CR Nuclear regulatory Commission/Contractor Report 
OO Object Oriented 
PDF Portable Document Format 
PIE Postulated Initiating Event 
ROM Read Only Memory 
PROM Programmable Read Only Memory 
PWR Pressurised Water Reactor 
SG Steering Group 
UI User Interface 
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A-1. INTRODUCTION 

The objective of the document is to guide the users in reporting events to the Computer-Based 
Systems Important to Safety (COMPSIS) database.  The document consists of a set of coding 
guidelines for reporting the events to be included in the COMPSIS database with add-on verbal help 
and examples to aid in the coding effort.  In the user interface (UI), this help feature may be called on 
as hypertext.  The coding guidelines are based on standardised descriptions (found in documents of the 
International Atomic Energy Agency (IAEA) and the International Electrotechnical Commission 
(IEC), among others) of instrumentation and control (I&C) and computer-based systems important to 
safety and employed at nuclear facilities for operation, control, monitoring, analysis, optimisation, and 
maintenance purposes.  Among the available standards, some focus not only on the computer-based 
devices and systems as a product of a process, but also the development process itself (the system life 
cycle).  The rationale is that events initiated by the computer-based system or affecting the 
computer-based system1 depend not only on current functional, operational, or structural properties of 
the systems, but also on different stages of the development process where these properties were 
defined, specified, implemented, validated and verified, categorised, and possibly later modified.  In 
other words, such descriptions account for evolutionary and thus time aspects closely related to the 
nature of the events and the way they should be handled. 

The events to be reported to the COMPSIS database should be as encompassing as possible and 
include all data sources available in the participating member countries (e.g., licensee event reports, 
vendor databases, plant maintenance databases).  The aim is that all reports including computer-based 
systems that meet each country’s reporting criteria should be reported.  The database should give a 
broad picture of events and incidents occurring in the operation of computer-based systems. 

The guidelines should help to collect and compare data from different countries and different types of 
nuclear power plants (NPPs).  Thus, the guidelines help to classify the attributes of the reported events 
into predefined classes. 

By using the predefined guidelines, participants can transfer important lessons learned to the 
COMPSIS database in the most efficient and validation- and verification-friendly manner.  The 
guidelines are believed to contribute to better collection and dissemination of information on 
significant events that are related to the computer-based systems important to safety at NPPs.  This 
will in turn enable more efficient and useful analyses, conclusions, and lessons learned based on the 
events.  Although the guidelines focus on the content of the information to be provided in the report, a 
sample report format is provided in Appendix A. 
 

                                                      
1 In the following, the term “system” also includes single devices. 
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A-2. TERMS AND DEFINITIONS 

The definitions for a COMPSIS event and a basic data structure are unique to the COMPSIS database.  All  

COMPSIS event 

A COMPSIS event is based on a fault, error, or failure or unexpected behaviour involving computer-based 
systems important to safety. The computer-based system could do one of the following: 

• Initiate the event and propagate its effects via outputs to other components or systems. 

• Initiate but manage the event with no external effects. 

• Receive the event from an external input immediately or eventually causing the system to 
function improperly. 

• Receive the event from an external input, causing the system to initiate an event-treatment 
mechanism (hence "managing" the event). 

Systems important to safety in accordance with different standards 

The safety importance of computer-based systems can be characterized in either of three ways2 in the 
COMPSIS coding guidelines: 

1) According to Institute of Electrical and Electronic Engineers (IEEE) Standard 603-1991, “IEEE 
Standard Criteria for Safety Systems for Nuclear Power Generating Stations—Description,” a 
safety system is a system that is relied upon to remain functional during and following design 
basis events to ensure (a) the integrity of the reactor coolant pressure boundary, (b) the capacity 
to shut down the reactor and maintain it in a safe shutdown condition, or (c) the capability to 
prevent or mitigate the consequences that could result in potential offsite exposures. 

2) According to IAEA Nuclear Safety Guide (NS-G)-1.3, “Instrumentation and Control Systems 
Important to Safety in Nuclear Power Plants,” the systems and items important to safety consist 
of safety systems and safety related items or systems. 

3) A computer-based system important to safety can be a system performing functions of category 
A, B or C in accordance with IEC 61226, “Nuclear Power Plants—Instrumentation and Control 
Systems Important to Safety—Classification of Instrumentation and Control Functions.” 

                                                      
2 The definition of “safety systems” in IEEE 603-1991 is in accordance with Title 10, Section 50.2, “Definitions,” of the U.S. Code 

of Federal Regulations (10 CFR 50.2). Electrical equipment (and thus also computer based systems) is classified as “Class 1E”.  
Therefore in the U.S. Code of Federal Regulations and in the IEEE standards, safety-related electrical equipment is synonymous 
with class 1E equipment.  The definition of safety related systems in IAEA NS-R-G-1 and in IEC standards is different, in that 
safety related systems are of lower importance than safety systems but still important to safety. 
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Accident 

An accident is an undesired and unplanned (but not necessarily unexpected) event that results in (at least) a 
specified level of loss. 

Availability 

Availability is the probability that the system will be functioning correctly at any given time.  Note that 
availability is usually quantified by “1- MTTR/MTTF”, where MTTR is the “mean time to repair” the 
system and MTTF is the “mean time to failure.” 

Basic data structure 

A basic data structure consists of a set of attributes commonly used to describe causes, consequences and 
reported events. 

Basic event 

To show the causal evolution of the COMPSIS event causes, consequences, and reported event can be 
described and connected in a causal graph.  Basic event is a collective name to indicate a cause or a 
consequence or the reported event. In Figure 3, each of the coloured ovals represents a basic event (i.e. 
something that has happened or been observed such as a reported event, cause, root cause observed 
consequence, or something that may happen, such as a possible consequence). 

Computer-based system 

A system whose functions are mostly dependent on, or completely performed by, microprocessors, 
programmed electronic equipment, or computers. 

Dependability 

Trustworthiness of the delivered service (e.g. a safety function) such that reliance can justifiably be placed 
on this service.  Reliability, availability, safety, are attributes of dependability. 

Error 

The difference between a computed, observed, or measured value (or condition) and the specified, 
intended, expected or theoretically correct value (or condition).  As an example, a difference of 30 meters 
between a measured result and the expected result (correct result) can be regarded as an error. 

Failure 

Failure is the inability of a system or component to perform its required functions within specified 
performance requirements. 

Fault 

A fault can be defined as the following: 

• A defect in a hardware device or component; for example, a short circuit or broken wire 

• An incorrect step, process, or data definition in a computer program. 



 NEA/CSNI/R(2008)13 

 43

The temporal behaviour of faults can be categorised into three groups: 

− Transient faults: occur once and subsequently disappear.  These faults can appear because of to 
electromagnetic interference, which may lead to bit-flips. 

− Intermittent faults: occur and disappear repeatedly.  These faults can happen when a component is 
on the verge of breaking down or, for example, because of to a glitch in a switch. 

− Permanent faults: occur and stay until removed (repaired).  Such a fault can be a damaged 
sensor or a systematic fault, as in the case of a programming fault. 

Hazard 

A hazard is a state or a set of conditions of a system (or an object) that, together with other conditions in 
the environment of the system (or object), will lead inevitably to an accident (loss event).  A hazard is 
defined with respect to a system’s or a component’s environment.  

A hazard has two properties: 

− Severity (the worst accident that can happen). 

− Likelihood of occurrence. 

The two properties combined are called the hazard level. 

Human failure 

This refers to a human behaviour (or action) that could lead to other failures, faults, or errors for a given 
system. 

Reliability 

Reliability is the probability that a piece of equipment or component will perform its intended function 
satisfactorily for a prescribed time and under stipulated environmental conditions. 

Note that reliability is often quantified by MTTF. 

Risk 

Risk is the hazard level combined with (1) the likelihood of the hazard leading to an accident (sometimes 
called danger) and (2) the hazard exposure or duration (sometimes called latency). 

Safety 

Safety is the freedom from accidents or losses.  Safety is here meant to be absolute. Although nothing can 
be totally safe it is more constructive to aim for total safety.  Note that the fault tolerance discipline 
distinguishes between the human action (a mistake), its manifestation (a hardware or software fault), the 
result of the fault (a failure), and the amount by which the result is incorrect (the error). 
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A-3. EVENT SELECTION FOR REPORTING 

The events to be reported to the COMPSIS database should be based on the national reporting criteria in 
the participating member countries.  The aim is that all reports including computer-based systems that meet 
each country’s reporting criteria should be reported.  The database should give a broad picture of 
events/incidents occurring in the operation of computer-based systems important to safety in NPPs. 
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A-4. FORMALIZATION OF THE COLLECTED INFORMATION 

COMPSIS events could have been stored in the databank as textual reports (for example in portable 
document format (PDF) and shared as simple documents.  The coding guidelines could have been formed 
sufficient to guide the data providers to fill in the content of the document describing the event.  Instead, a 
more structured and formal approach has been chosen for defining the COMPSIS events, specifying the 
coding guidelines, and developing the databank.  The main reasons for this approach are to encourage and 
guide the event reporters to collect as much information about the events as possible, and to improve 
further analysis of the reported events, so that more efficient and feasible means can be suggested to 
prevent or handle the events.  Although requiring fully formalized event reports would have eased not only 
manual but also automated analysis of the events, a trade-off solution has been chosen, as it is believed to 
be more feasible and user friendly, and thus more likely to result in actual use of the databank.  Therefore, 
the solution contains many free text fields and optional fields, so that the event reporter (data provider) can 
select case by case the most suitable level of formalization. 

The advantages of having a more formal description of the event can be observed through three different 
activities: 

1) Submitting an event:  A UI can be provided to support the user in entering all the required 
information and to offer the possibility of adding optional information.  The completeness of the 
report can be automatically checked.  Also, the validation process will have the advantage of 
relying on the structured data. 

2) Searching for events:  While textual search today is quite advanced, it still has several 
limitations.  Structured data are still fundamental for more effective retrieval, and for the 
possibility of searching by different categories (for example, looking for events involving a 
certain type of system). 

3) Subsequent analysis:  Automatic analysis can be applied to structured data.  The observations 
mentioned for searching are even more important for analysis, where the queries to retrieve data 
to look for correlations must be generated by an “intelligent” engine, much less flexible than a 
human being, and the result must be precise, essential and unambiguous. 

COMPSIS events concern digital I&C and computer-based systems.  In the following, a description of the 
systems in focus is given.  Next, the COMPSIS event is analysed and its main components presented.  
Finally, the data structure used to describe these components is explained. In the graphical user interface 
(GUI) database overview, the headline for each COMPSIS event is displayed. 

4.1 System description 

Since computer-based systems can be designed in many different ways, only two examples of system 
decomposition are given.  Figure 1 illustrates a complex computer-based system assumed to consist of an 
application layer that includes (among others things) the control, alarm, and monitoring subsystems; a 
communication layer that includes the network functionality; and a process layer that provides input/output 
(I/O) access to the process hardware.  Figure 2 illustrates a different way to depict the structure of a less 
complex computer-based system. 
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Figure 1:  An example of a complex computer-based system 

 

Figure 2:  An example of a less complex computer-based system 

4.2 COMPSIS events 

A COMPSIS report about a COMPSIS event consists of the following groups of information: 

• Basic description: it includes the title, a classification according to the high-level deficiency 
characteristics, and a detailed description of the event. 

• Facility information: essential information about the facility at which the reported event 
occurred, including the status of operation before and after the reported event. 

• Involved systems: the list of systems involved in the event (The systems can be involved in one 
or more events in the chain of causes leading to the reported event, in the reported event itself, or 
in the consequences.). 

• Cause analysis: a description of what caused the reported event or the chain of causes leading to the 
event. 
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• Consequence analysis: a description of the observed and possible consequences of the reported 
event. 

• Corrective actions: a description of the corrective actions planned after the event to avoid a 
similar occurrence of the reported event and, in particular, to prevent its causes. 

• Recovery actions: a description of the action performed in order to control the consequences. 

• Severity level and effects: information about the impact of the reported event on plant operation, 
people, the surrounding environment, and facilities. 

• Lessons learned: a summary of the main lessons learned from the event. 

• Attachments: a list of relevant documents useful in better understanding the case. 

The User Interface (UI) of the databank provides a means to submit the information groups listed above.  
Chapter 5 describes each group of information in detail and in terms of classes and their attributes. 

The next section explains the activities related to the analysis of reported events and thus the principles 
applied to define a format for event reporting.  Following that is a discussion dealing with the life cycle of 
the event from the time it is created (reported) for the first time until it is subject to publishing or archiving.  

4.2.1 Analysis of the COMPSIS event 

A COMPSIS event is analysed in four steps.  Cause and consequence analyses aim at describing the 
history of the reported event in terms of initiating and resulting events.  Thus, the actual report should 
describe the event in relation to its causes and possible or observed consequences.  The following figure 
exemplifies this principle. 

 

CAUSE ANALYSIS 

Cause 1 

Root  
Cause 

1 

Possible  
consequence 

Observed 
consequence

Cause 2Root  
Cause 

2 

CONSEQUENCE ANALYSIS 

Reported
event 

 

Figure 3:  An abstract example of the chain of events behind the COMPSIS event.  On the left, the 
initiating events are identified during a cause analysis, and on the right, the resulting events are 
identified during a consequence analysis 

In the simplest case, a cause analysis can result in the following figure: 

Reported
event Root  

Cause 

 
Figure 4:  A simple example of a reported event and its single cause 
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When neither the cause analysis (no causes have been identified) nor the consequence analysis (no 
consequences have been identified) are not performed the description of the reported event is still present.  
The COMPSIS event consists of the reported event. 

Several causes can contribute to an event, giving rise to at least three types of relationships between the 
causes, referred to as “cause condition” in the UI: 

1) The combinatorial relationship (for example “Root Cause 1 and Root Cause 2 give rise to Cause 1”). 

2) The temporal relationship (for example “Root Cause 1 happens before Root Cause 2 in order for 
Cause 1 to occur”). 

3) The synchronised relationship (for example “Root Cause 1 lasts for at least 2 hours after Root 
Cause 2 has occurred in order for Cause 1 to occur”). 

While each event (cause, root cause, reported event, consequence) is often associated with a system, its 
subsystems, modules, or components, the general term “system” is used in this set of coding guidelines and 
the COMPSIS databank so that the event reporters (data providers) can themselves decide, based on the 
system in focus, the most suitable level of details.  Also, a “many-to-many” relationship can exist between 
systems and events.  Furthermore, the propagation of events from one system to another can normally be 
ascribed to broken barriers or missing barriers.  Therefore, the UI allows the submittal of information about 
broken or missing barriers, when such information is available. 

Figure 5 illustrates the link between the events (causes of the reported event) and additional information 
about systems and barriers, clarified through a cause analysis. 

CAUSE ANALYSIS 

Cause 1 

Root  
Cause 
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Cause 2Root  
Cause 

2 

Reported
event 

System A System B 

System 
A.1 

System 
A.2 

System 
B.2 System 

A.2.1 

System C 

 

Figure 5:  The link between the events, systems, and barriers, clarified through a cause analysis 

Similar information can be extracted during a consequence analysis.  In addition to the identification of the 
possible and observed consequences, the analysis includes specification of recovery actions (to control the 
consequences), as well as corrective actions (to avoid the reported event and thus its consequences).  
Corrective actions can be associated with causes of the reported event. 
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Figure 6:  Exemplifying information collected through a consequence analysis 

Safety as a dependability factor is a central issue for this set of guidelines and the COMPSIS databank.  
Therefore, the UI facilitates a description of the impact(s) and their severity levels on the plant operation, 
people, surrounding environment, and facilities.  Safety analysis can be carried out in parallel with a cause 
and consequence analysis.  In practice, a consequence analysis includes a safety analysis as an integrated 
part. 

4.2.2 COMPSIS event life cycle 

A COMPSIS event starts its life when an event reporter/data provider creates the event (Figure 7).  The 
event then enters the state Open.  The data provider can edit the event information how many times as 
he/she wishes to, with no time limit.  Only the data provider sees the event, and only he/she can modify it.  
The data provider is also free to create several drafts of the event report subject to submission. 

At a certain point the data provider submits the event to the Clearinghouse/Operating Agent (CLH/OA) for 
verification of the reporting according to the COMPSIS coding guidelines (this document), and the event 
enters the state Processing. The event is from now on visible to the other COMPSIS members.  At this 
stage, the CLH/OA checks the information for quality assurance, and only the CLH/OA can edit the event.  
However, such editing should take place only after confirmation from the data provider.  Whenever the 
information is unclear or incomplete, mandatory parts are missing, or a part has been modified, the 
CLH/OA should inform the data provider.   Note also that any notification emails between the CLH/OA 
and the data provider should not contain data because of security reasons. 
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Figure 7:  COMPSIS event life cycle in terms of a state diagram 

After the CLH/OA has checked the information, the event is reopened (re-open in the figure) so that the 
data provider can edit it.  The event then enters the state Pending where it is subject to edit.  The data 
provider is again free to create several drafts of the event report subject to submission.  In this state, the 
data provider can also delete the event (the history of the event takes into account any form in which the 
event existed).  The main difference between the Open and Pending states, is that in the Pending state, the 
event is visible to the COMPSIS members. 

Once the data provider submits the event from Pending, the event will enter the state Closed.  In this state, 
the CLH/OA reconsiders the event. If there are problems (e.g., mandatory parts are missing), the event re-
enters the state of Processing. 

Otherwise, if the verification process is successful, the CLH/OA notifies the data provider and the event 
enters the state Approving.  The event cannot be modified in this state, as the CLH/OA is only waiting for 
the final authorisation to publish the event.  When the event is in the state Approving, the data provider can 
still retract the publication of the event.  The event remains then in the databank as Available for Analysis.  
In this state, the event cannot be viewed by anyone else, and only the CLH/OA can perform analysis on the 
event, unless the data provider wishes the event to be archived.  Being in the state Archived, the event is no 
longer visible or available for analysis.  Explicit requests to see archived events can be made following a 
specific procedure, but the explanation of this procedure is outside the scope of this set of coding 
guidelines.  In any stage during the life cycle of the event, the event can be viewed by its provider. 

When the data provider approves the event, it enters the state Approved, ready to be published.  Once in 
the state Published, the event is visible to all individuals with access permission to the COMPSIS 
databank.  The event can from here be subject to further analysis.  At this stage, any such individual can 
comment on the event, or a new version of the event can be created.  Once published, the event can still be 
archived or retracted, on request of the data provider, the CLH/OA performs the action 

Should new information about a COMPSIS event arrive after the event has been published, a new 
COMPSIS event as a new version of the previous description needs to be created.  The new version, as a 
separate COMPSIS event, will have its own life cycle.  Only the original data provider or whoever is now 
filling his/her role can create a new version of an event. 
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When a COMPSIS event goes through the COMPSIS event life cycle (Figure 7), the traceability of the changes 
should be recorded.  In order to give immediate information about the state of an event, the event listing on the 
portal marks an event with a background of the same colour as the life cycle state (Figure 8).  The transactions 
from state to state (i.e., the history of any event updates) is visible to all COMPSIS members (Figure 9). 

 

Figure 8:  Event list showing each event in a colour corresponding to the colour of the state 

 

Figure 9:  Traceability of the history of a COMPSIS event 
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A-5. CONCEPTUAL DESCRIPTION OF THE DATA STRUCTURE 

A COMPSIS event is represented in the databank as a structured collection of information.  The conceptual 
description of the data structures and their relations is provided in the following objects or entities, each of 
which consists of a set of attributes.  As described previously, the entity basic data structure illustrates a 
collection of attributes inherited by several other entities. 

In the UI, mandatory attributes are marked with a red square.  In this coding guideline, mandatory attributes are 
marked with an “M” in the far-left column, or to the left of the field name (entity). Where one or more, but not 
all, attributes are mandatory, this is indicated with an “M*.”  If the attribute is optional, this is indicated with an 
“O.”  Where the mandatory attribute is to be picked from a pre-defined list of field values, it is indicated where 
this list is restricted, or if free text is optional.  In some cases, an attribute can be optional, but once the attribute 
is created, other attributes become mandatory.  This situation is indicated with an “M+” and explanatory text. 

Chapters 6-12 include the codes used in the COMPSIS databank. For the codes in Chapters 6-12, it is 
mandatory to also record the confidence level of the information provided.  For a specified value, the field 
values available are “confirmed”, “expert judgement,” and “reported.”  When a value cannot be specified, the 
available field values are “unknown” or “not relevant.”  In addition to the confidence level, a note can help to 
explain why that value has been assigned.  If none of the predefined values is suitable, a new one can be 
suggested.  As far as possible, it is better to define a new value than simply use the category “other”.  In the UI, 
the set of value/new value/note/confidence level is indicated as “CG Assessment.” 

For an overview of parameter organisation, please refer to 5.2. 

5.1 Describing a COMPSIS event 

In this section, all the parameters used for describing a COMPSIS event are organised in Tables.  In the 
next section, the same information is summarised in diagrams. 

5.1.1 COMPSIS event 

The general information about the COMPSIS event is given in the table below. 

Table 1:  COMPSIS event main information 

No. Optional/ 
Mandatory 

Attribute Type/Example/Comments 

1 M COMPSIS Event Identifier String (Country/Plant code/National Event 
Identifier) (e.g.  “US/US-336/95-013-00/”) 
Country (see Section 19.1). 
Plant code is to be selected from a list of 
plants for that country. 
National Event Identifier is to be given as 
a unique value. 

2 M Title Title of the event.  A simple, short text that 
indicates what the COMPSIS event is about. 
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No. Optional/ 
Mandatory 

Attribute Type/Example/Comments 

3 M High-Level Deficiency 
Characteristics 

For possible values, see Section 12.1. 
It can have more than one value. 

3a M Reported event A link to an entity described in Table 2. It 
is the ‘reported event’ in the cause graph 
(Figure 3) presented in the previous Section 
“4.2.1 Analysis of the COMPSIS event”. 
This link represents the possibility to add 
detailed information about the COMPSIS 
event (see Section 5.1.2) 

3b M Normal/Low level Event An event can be classified as a normal 
reported event, or a low-level event. A 
low-level event should be marked by a 
flag.  Default value is “normal”  

4 O Additional Information Free text. 
5 M Computer-Based Systems List of [Entity Reference] System (see 

below) of relevance in the COMPSIS 
event description. 

6 M* Cause Analysis [Entity Reference] Cause Analysis (see 
Section 5.1.5). 

7 O Consequence Analysis [Entity Reference] Consequence Analysis 
(see Section 5.1.9). 

8 O Corrective Actions [Entity Reference] Corrective Actions 
(see Section 5.1.8). 

9 O Recovery Actions [Entity Reference] Recovery Actions (see 
Section 5.1.11).  

Severity and Effects: 
10 M Summary A text describing briefly the impact of the 

COMPSIS event. 
11 M Severity Level Severity level (Section 13) has three 

attributes impact on people, impact on 
facility, and impact on environment. 

12 M Effect on Operation Effect on plant operation (see Section 11). 
Plant Information: 

13 M NPP  [Entity Reference] NPP (see below). 
14 M NPP OpertStat Operational status of NPP when event 

occurred (see Section 19.3). 
15 M Plant Condition [Entity Reference] Plant Condition (see 

Section 5.1.4). 
Other: 

16 O Attachments List of [Entity Reference] Attachments 
(see Section 5.1.16).  

17 O Lessons Learned List of [Entity Reference] Lesson 
Learned (see section 5.1.15). 
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5.1.2 Basic data structure 

The following table summarises the set of parameters that can be used to describe the basic events (causes, 
consequences, reported event: the circles) in the cause graph (Figure 3) presented in the previous section 
“4.2.1 Analysis of the COMPSIS event”. A COMPSIS event has always at least the “reported event”. 

This entity is the basis for other entities (cause and consequence entities), meaning that these entities 
inherit all attributes from the basic data structure and add new attributes specific to each entity (see 
definition of basic data structure and basic event in Chapter 2). 

Only the name and description are mandatory for all the basic events.  The other attributes here marked as 
“M” are optional for causes and consequences, and mandatory only for the “reported event.” In the GUI, 
the set of information associated with the reported event is also indicated as “event detailed description.” 

Table 2:  Basic data structure for basic events 

No. Optional/ 
Mandatory 

Attribute Description 

1 M 
 

Name String. 
Few words to indicate what the event 
is about.  It is given, and cannot be 
changed for, “reported event.”   

2 M Description Text. 
For the “reported event,” this is the 
description of the COMPSIS event 
as a whole. 

3    
Dates: At least one of the following must be supplied for the “reported occurrence,” preferably 
Occurred, then Discovered, then Reported. “Occurred” means the time when the failure mechanism 
was introduced to the system (or became safety relevant if several stages and contributors exist).  In 
addition, the time for the event detection can be recorded.  

4 M* Occurred Format: YYYY/MM/DD 
5 Discovered Format: YYYY/MM/DD 
6 Reported Format: YYYY/MM/DD 

 
7 M Low-Level Deficiency 

Characteristics 
For possible values, see Sections 
12.2.1–12.2.5. 
It is possible to specify more than 
one value. 

8A M Event Detection For possible values see Section 16. 
8B O Symptoms Free text to describe the symptoms 

of the event. 
Failure description: The behaviour of the failure is described with three different attributes. 

9 M Temporal Behaviour For possible values, see Section 
12.2.6. 

10 M Dependency For possible values, see Section 
12.2.7.  

11 O Further Comments Free text to add information about 
the failure.  For example, other 
classification criteria, not generally 
accepted, like “Digital to Digital” or 
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No. Optional/ 
Mandatory 

Attribute Description 

“Analogue to Digital.” 
Involved system: Associating a system with an event is not mandatory, but once it has been 
introduced, the related features are mandatory.  Remember that it is always possible to specify the 
“unknown” and “not relevant” values. 

11 O Involved Computer-Based 
System 

[Entity Reference] System (see Table 13) 
This is a link to the system associated with 
the basic event.  It is one of the systems listed 
in Table 1 No. 5. 

12 M Comp.System Prior Status For possible values, see Section 10.2. 
13 M Comp.System Posterior 

Status 
For possible values, see Section 10.2. 

14 M Failed Safety Functions List of safety functions that failed (see 
Section 8). 
This is a subset of the list defined in Table 2 
No. 6. 

15 M Life Cycle Stage Life cycle stage in which fault mechanism 
was introduced (Section 6.1). 

16 M Life Cycle Supporting 
Activities 

Life cycle supporting activities in which the 
cause was introduced (Section 6.2). 

Causal relationship contribution: This section aims to describe how the input basic events 
contributed to the basic event in term of timing, synchronisation, and logical (AND, OR) combination.  
This information is meaningful in the context of a causal graph (see 5.1.5) or consequence graph (see 
5.1.9)  

17 O Logic Text in the form of a logic formula describing 
how the causes to this event combine.  For 
example, if A, B and C contribute to this 
cause, “A and B and C happened, if only one 
of them occurred the failure would not be 
propagated.” 

18 O Synchronisation Text describing the sequence of the input 
causes. For example, if A, B and C contribute 
to this cause, “A and B happened before C 
started.” 

19 O Timing Text describing the timing in more in detail.  
For example, if A, B and C contribute to this 
cause, “C started 3 hour after A terminated.” 

5.1.3 Nuclear power plant 

Note that the information about existing NPPs or other nuclear facilities of interest is not inserted in 
the databank by the data provider, but by the CLH/OA. 

Table 3:  Nuclear power plant 

No. Optional/ 
Mandatory 

Attribute Description Example 

1 M Country String (Country Code, see Section 19) US 
2 M Plant Code String (Identifier) US-336 
3 M Name String (Name of NPP) Millstone-2 
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No. Optional/ 
Mandatory 

Attribute Description Example 

4 M Facility Type String (Acronym, see below) PWR 
5 O Operator String (Acronym) NNEC 
6 O Vendor String (Acronym) GE 
7 O CapNET Integer 878 
8 O CapGROSS Integer 903 
9 M OpertStat Operation state of the facility at the 

present time. 
For possible values, see Section 19.3.  

In operation 
 

10 M StartOper Date format: YYYY/MM/DD 1975/01/12 
11 M ShutDown Date format: YYYY/MM/DD  

5.1.4 Plant3 condition 

The goal is to state the general condition of the facility at the moment of the COMPSIS event. 

Table 4:  Plant Condition 

No. Optional/ 
Mandatory 

Attribute Type 

1 O Additional Features Free text. 
It is possible to give other information here about 
the plant that are relevant to a better understand 
the event. 

2 M Prior Plant Status Plant status before the event or the incident (see 
Section 10.1). 

3 M Posterior Plant Status Plant status as a result of the event/after the 
incident (see Section 10.1). 

5.1.5 Cause analysis 

The goal of this section is to provide a way to report the analysis of the causes behind the event.  The cause 
analysis can be reported simply as text, or a causal graph can be exploited to organise the description of 
causes and identification of root causes. 

Table 5:  Cause analysis 

No. Optional/ 
Mandatory Attribute Description 

1 M Summary Free text. 
A summary of the cause analysis.   
The cause analysis can be performed in detail, creating the 
causal graph.  In this case, this field contains a summary of 
what the causal graph describes. 
Otherwise, when the detailed analysis is not available this 
field is used to give a general indication of the causes behind 
the event. 
In the worse cases, the field can indicate that no cause 
analysis is available.  For example, it surely exists but, for 

                                                      
3 In the UI, the terms “plant” and “facility” are used as synonyms. 
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No. Optional/ 
Mandatory Attribute Description 

some reason, it should not be in the COMPSIS database. 
2 O Cause Graph List of [Entity Reference] Causes (see Section 5.1.6). 

List of [Entity Reference] Barriers (see Section 5.1.14) 
among two causes. 
All together define the causal graph, describing in detail 
what happened and the cause of the event. 
One cause can have many (root) causes contributing to it, as 
it can contribute to many other intermediate causes and to 
the  “reported event.” 

5.1.6 Cause 

A cause (an element of the causal graph) is described by the attributes of Table 2 plus the one in the next 
table.  Note that it is not mandatory to create a cause, but once a cause is created, the attributes 
indicated with “M+” are required.  This means that when a cause is created, at least one link to another 
cause (or reported event) must exist. 

Table 6:  Cause 

No. Optional/ 
Mandatory Attribute Description 

1 M+ Root cause (Boolean) true if the cause is a root cause, false 
otherwise (an intermediate cause) 

2 M+ 
 

Cause links List of [Entity Reference] Cause  
a list of links to the other causes (if not root 

cause) that directly provoked it 
a list of links to events that are directly provoked 

by it 
Furthermore: 

For each link, it is possible to describe the 
barriers adding a [Entity Reference] Barriers (see 
Section 5.1.14). 

5.1.7 Corrective actions overview 

The goal is to give an opportunity to describe the actions that were taken after the COMPSIS event to 
mitigate the causes or to avoid similar events in the future.  The data provider can choose to describe the 
corrective action in a free way or in a more structured way. 

Table 7:  Corrective actions overview 

No. Optional/ 
Mandatory Attribute Description 

1 M Summary Free text. 
When the data provider opts for a general 
description, it should be placed here. 
In the case of a more detailed description, which 
exploits the next field, a short summary is advisable 
in this field. 

2 O Corrective Action 
Links 

List of [Entity Reference] Corrective Action (see 
Section 5.1.8). 
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5.1.8 Corrective action 

Defining a corrective action is not mandatory, but when an entity of this type is created, but once a 
corrective action is created, the attributes indicated with “M+” are required. 

Table 8:  Corrective actions 

No. Optional/ 
Mandatory Attribute Description 

1 M+ Name String. A mnemonic name, giving an immediately 
idea about the kind of action. 

2 M+ Correction Type For possible values, see Section 14. 
3 M+ Description Free text to describe the action. 
4 O To Prevent List of [Entity Reference] cause/COMPSIS event 

(see above) that this corrective action should 
prevent. 

5.1.9 Consequence analysis 

Once the cause analysis is performed and corresponding corrective actions found, the consequences can 
also be described.  Like the cause analysis, the consequence analysis can be performed in a simple way by 
giving a description or in a more structured way by listing and linking the consequences, both observed 
and potential. 

Table 9:  Consequence analysis 

No. Optional/ 
Mandatory Attribute Description 

1 M Summary Free text. 
When the data provider opts for a general description, it 
should be placed here. 
In the case of a more detailed description, which exploits the 
next field, a short summary is advisable in this field.   

2 O Consequence 
Graph  

• List of [Entity Reference] observed and possible 
Consequences (see Section 5.1.10). 

• List of  [Entity Reference] Barriers (see Section 
5.1.14) among two consequences. 

Together, these define the consequence graph, describing in 
detail what happened after the “reported event,” how the 
failure could have been propagated, or other consequences 
observed. 
One consequence can have many basic events contributing to 
it, as it can contribute to many other basic events. 

5.1.10 Consequence 

A consequence (an element of the consequence graph) is described by the attributes of Table 2 plus the 
ones in the next table.  Note that it is not mandatory to create a consequence, but once a consequence 
is created, the attributes indicated with “M+” are required.  This means that when a consequence is 
created, at least one link to another basic event (or reported event) must exist. 
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Table 10:  Consequence 

No. Optional/ 
Mandatory Attribute Description 

1 M+ Observed (Boolean) True if observed, false if possible. 
2 M+ Consequence 

Links 
List of [Entity Reference] Consequence 

• a list of links to the other basic events that directly 
are consequences of it 

• a list of links to basic events that are directly 
provoked by it 

Furthermore: 
• For each link, it is possible to describe the barriers 

adding a [Entity Reference] Barriers (see Section 
5.1.14) 

5.1.11 Recovery action overview 

The goal is to give an opportunity to describe the actions that were taken immediately to mitigate the 
consequences and to return to a normal situation during the COMPSIS event.  The data provider can 
choose to describe the recovery action in a freer way (filling in just the first field below) or in a more 
structured way, defining a list of recovery actions and associating them with a consequence. 

Table 11:  Recovery action overview 

No. Optional/ 
Mandatory Attribute Description 

1 M Summary  Free text summarising the action(s) performed to 
recover to a normal situation. 

2 O Recovery Action 
Links 

List of [Entity Reference] Recovery Action (see 
below) 

5.1.12 Recovery action 

Defining a recovery action is not mandatory, but once a recovery action is created, the attributes 
indicated with “M+” are required. 

Table 12:  Recovery action 

No. Optional/ 
Mandatory Attribute Description 

1 M+ Name (text) 
2 M+ Recovery Type (see Section 15) 
3 M+ Description (text) 
4 

M+ 
To Limit Impact of [Entity Reference] Consequence/COMPSIS event 

(see above) for which this recovery action should 
limit impact 

5.1.13 Computer-based system 

Defining a system is not mandatory.  Once a data provider decides that defining a system is useful for 
the event description (and hence create an entity), the attributes indicated with “M+” are required.  
It is possible to define more systems, and for each system, the data in the following Table can be supplied. 
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Table 13:  Basic data about computer-based systems involved in the event 

No. Optional/ 
Mandatory Attribute Description 

1 M+ Name String. 
It could be the actual name of the system or 
another name, more intuitive name that could 
help to explain the event. 

2 M+ Description Free text with information on for example, 
platform, manufacturer, series model. 

3 M* Safety Relevance 
according to IAEA 

(see Section 7.1) 

4 Safety Relevance 
according to IEC 

(see Section 7.2) 

5 Safety Relevance 
according to IEEE 603 

(see Section 7.3) 

6 O National classification A free text to indicate the classification of the 
system according to the system used in the 
nation where the event occurred. 

7 M+ Functions (see Section 7.4) 
8 M+ Safety Functions (see Section 8) 
9 M+ Layers (see Section 9.1) 
10 M+ Elements (see Section 9.2) 

5.1.14 Barriers 

Barriers are defined between two basic events (Table 2). They aim to describe the problem in barriers 
preventing the propagation of the failure. The plant barriers described in one instance (Nos. 1 and 2) are 
the plant barriers that allowed the propagation of failure between the two indicated basic events.  Similarly, 
when the basic events are associated with a system, the system barriers between computer-based systems 
(Nos. 3 and 4) should be associated with those systems. 

For example assume that a root cause (root cause 1) has been defined and it is linked directly to the 
“reported event.”  Root cause 1 involves System A, while the reported event happened in System B.  The 
system barrier description (Fields 3 and 4) indicated at the top of Figure 10 should describe a problem in 
possible (real) barrier(s) between System A and B. 

Root 
cause 1 

System A System B 

Reported 
Event 

Barriers: 
System to 
System 

barrier 

 
Figure 10:  Description of problem of system barrier between two basic events 
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Table 14:  Information about the barriers that allowed causes to propagate 

No. Optional/ 
Mandatory 

Attribute Description 

1 O Broken Barriers in the 
Plant DiD  

Text. 
The barriers (tests, inspections, checkups, 
software/hardware measures (redundancy, 
lockouts, lockins, interlocks, etc.)) which should 
have captured/contained the fault. 

2 O Missing Barriers in the 
Plant 

Text. 
Barriers that should have been in place in the 
plant to capture/contain the fault. 

3 O Broken Barriers in the 
Computer-Based DiD 
system 

Text. 
The barriers (tests, inspections, checkups, 
software/hardware measures (redundancy, 
lockouts, lockins, interlocks, etc.)) which should 
have captured/contained the fault). 

4 O Missing Barriers in the 
Computer-Based 
System 

Text. 
Barriers that should have been in place in the 
computer-based system to capture/contain the fault. 

5.1.15 Lesson learned 

One or many lessons learned can be found to help in understanding the case and planning for prevention.  
Instead of giving one text field in which to write freely about the lesson learned, the guidelines organise the 
lesson learned into a list of simpler lessons. 

Lessons learned are optional, but once a lesson learned is created, the attributes indicated with “M+” 
are required. 

Table 15:  Lesson learned 

No. Optional/ 
Mandatory 

Attribute Description 

1 M+ Name A meaningful name for the lesson 
learned. 

2 M+ Content A description of what has been 
learned. 

5.1.16 Attachment 

Any document that helps in understanding the case is welcome.  There is no limit on the number of 
attached documents, nor constraints on the format or content: the selection is within the discretion of the 
data provider.  Attachments are optional, but once an attachment is created, the attributes indicated 
with “M+” are required.  The attributes in Table 16 are required. 

Table 16:  Attachment 

No. Optional/ 
Mandatory 

Attribute Description 

1 M+ Title A meaningful name for the attachment. 
2 M+ Description Short description of the content of the file. 
3 M+ File The attached file (bitmap images, video, audio). 
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5.2 Summary 

The following presents an overview of the data structure used to describe a COMPSIS event.  This is only 
a different representation of the same information described in Section 5.1.  The goal here is to give an 
overview, close to the data structure defined in the Relational Database behind the DataBank. 

The overview is based on a series of Unified Modelling Language class diagrams.  This notation is quite 
common in the modelling community. The type of diagrams reported here are intuitive.  Boxes (classes of 
objects) organize the attribute described in the tables above, and lines indicate relationships among the 
“classes of objects.”  Those relationships are indicated in the tables as [Entity reference].  The structuring 
of the classes, relations and names have been maintained as much as possible closed to the tables and fields 
used in the definition of the underlining Relational Database. 

Figure 11 describes the top level, the COMPSIS event. To support editing of different versions of the same 
event the dynamic information described in Table 2 is split into “COMPSIS Event” information that does 
not change; and “COMPSIS Event_draft” data that can be modified after the event is created with editing.  
Basic information is related to the COMPSIS Event. Yellow (lighter) boxes indicate information that is 
modified only by the Operating Agent (on request from COMPSIS members). Violet boxes (darker) 
represent the information modified by data providers during editing. The content of EventLCTrace is 
generated automatically when operation like submission (see 4.2.2 COMPSIS event life cycle) are 
performed. 

 
Figure 11:  Top level: the COMPSIS event 

Figure 12:  Presents the general information contained in a draft description of the COMPSIS event. 

White boxes are detailed in following diagrams. 
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Figure 12:  General information in a draft of a COMPSIS event 

Boxes with a green border represent assessments of a feature which values are defined in the Coding 
Guidelines.  For more details about the assessments see Figure 16. 

Figure 13 summarises the information specifying the Cause/Consequence analysis and the recovery and 
corrective actions relevant to the COMPSIS event. 

 
Figure 13:  Information related to cause/consequence analysis 
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The central concept in the description of the Causes/Consequences chain is the Basic Event (See 
Section 2), here simple Event. Figure 14 shows the information related to the basic events. 

 
Figure 14:  Information about events identified in the cause/consequence analysis 

In particular an Event can be associate to a System, general information can be supplied to a system 
(left-bottom of Figure 15), and in particular specific information about the status of the system as involved 
in the specific Event. 

 
Figure 15:  Information related to involved systems 
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The following figure collects all the assessments currently defined in the CG and implemented in the 
DataBank. 

 
Figure 16:  Feature assessments currently defined 

The arrows with triangular head mean inheritance, for example “LLD_assessment” has attributes other, 
CL, and notes, inherited from the parent class CG_assessment. The same hold for *_code classes. Those 
classes have the names of the tables in the database. The content of the Tables is defined by the Coding 
Guidelines, and can be changed only by the Operating Agent. 
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A-6. LIFE CYCLE 

GUI Navigation 
The life cycle stages and Lifecycle supporting activities are parameters of the basic data structure 
“Entity”, and are accessible on the Edit Basic Event page which applies to the COMPSIS Event 
(reported event) and all Causes and Consequences. 

For the COMPSIS Event (reported event), the navigation path is: 
Event Submission: select event and click the Edit Event button 

Edit Event: click Edit Details button 

For a Cause or Consequence, the navigation path is: 
Event Submission: select event and click the Edit Event button 

Edit Event: click Edit [Cause/Consequence] Analysis button 
Cause/Consequence Analysis: click hyperlink to a Cause/Consequence 

6.1 Life cycle stages 

Since different life cycles are applied to develop computer-based systems important to safety, a very 
general approach should be used.  It includes only the phase independent from a specific lifecycle 
model but necessary in each life cycle.  The life cycle phase(s) shall be recorded in which the fault(s) 
is (are) introduced into the computer-based system. The field values in Table 17 can be applied. 

Table 17:  Field values for the life cycle stages 

Value no. Field values for the field life cycle stages 
6.1.1 Requirement specification phase 
6.1.2 Design and implementation phase 
6.1.3 Selection of pre-developed component (off-the-shelf components) 
6.1.4 Manufacturing phase 
6.1.5 Installation and commissioning phase (including system integration) 
6.1.6 Operation phase 
6.1.7 Maintenance (without modifications) 
6.1.8 Modification 
6.1.8.1 Change requirements specification (including analysis of the impact of the modification) 
6.1.8.2 Implementation phase of modification 
6.1.8.3 Installation and commissioning of modification 

6.2 Life cycle supporting activities 

There are also supporting activities that should be recorded if they contribute to the fault introduced to 
the computer system.  The field values in Table 18 can be applied.  As an option, a new code can be 
defined by free text. 

Table 18:  Field values for life cycle supporting activities 

Value no. Field values for the field life cycle supporting activities 
6.2.1 Documentation 
6.2.2 Project planning 
6.2.3 Change and configuration management 
6.2.4 Integration of human factors 
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A-7. CLASSIFICATION OF THE COMPUTER-BASED SYSTEMS AND FUNCTIONS 

The safety relevance of the failed system shall be recorded as far as applicable in classes of the IAEA 
Safety Guide NS-G-1.3, in the categories of IEC 61226 or in the categories of IEEE 603. One of the three 
(IAEA, IEC, or IEEE) safety relevance classes is mandatory.  National classifications may be recorded in 
addition in a free text format. 

7.1 Classification of the systems according to the safety relevance (IAEA NS-G-1.3) 

The field values in Table 19 can be applied: 

Table 19:  Field values for the safety classification according IAEA NS-G-1.3 

Value no. Field values for the safety classification according to IAEA NS-G-1.3 
7.1.1 Items not important to safety 
7.1.2 Items important to safety 
7.1.2.1 Safety related items or systems 
7.1.2.2 Safety systems 
7.1.2.2.1 Protection systems 
7.1.2.2.2 Safety actuation system 
7.1.2.2.3 Safety system support features 

7.2 Classification of the functions according to the safety relevance (IEC 61226) 

The field values in Table 20 can be applied: 

Table 20:  Field values for the classification according to IEC 61226 

Value no. Field values for the safety classification according to IEC 61226 
7.2.1 Not categorised I&C functions 
7.2.2 I&C functions of category C 
7.2.3 I&C functions of category B 
7.2.4 I&C functions of category A 

GUI Navigation 
The classification of the computer-based systems and functions are parameters of the system entity, 
and are accessible on the Edit System page. 

The navigation path is: 

 Event Submission: select event and click the Edit Event button 
  Edit Event: click Edit Systems button 
   Edit Systems: click hyperlink to a system 

Any system associated to a basic event (COMPSIS event, cause or consequence) is also available 
through the Edit Basic Event page. 
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7.3 Classification of the functions according to the safety relevance (IEEE 603) 

The field values in Table 21 can be applied: 

Table 21:  Field values for the classification according to IEEE 603 

Value no. Field values for the safety classification according to IEEE 603 
7.3.1 Items not Important to Safety 
7.3.2 Items Important to Safety 
7.3.3 Safety-Related Systems 
7.3.3.1 Protection Systems 
7.3.3.2 Safety Actuation System 
7.3.3.3 Safety System Support Features 

7.4 Classification of the computer-based systems according to their functions 

This is a mandatory field for each system identified.  The field values in Table 22 can be applied: 

Table 22:  Field values for the classification of the computer-based systems according to their functions 

Value no. Field values for the classification of computer-based systems according to 
their functions 

7.4.1 Protection systems 
7.4.1.1 Reactor trip system 
7.4.1.2 Engineered safety features actuation system 
7.4.2 Interlock systems 
7.4.3 Computerised operation support systems (COSS) 
7.4.3.1 Monitoring 
7.4.3.2 Alarm 
7.4.3.3 Diagnosis 
7.4.3.4 Optimisation 
7.4.3.5 Control 
7.4.4 Information systems  
7.4.5 Limitation systems  
7.4.6 Risk reduction systems  
7.4.7 Human-machine interface systems 
7.4.7.1 Main control room 
7.4.7.2 Supplementary control room  
7.4.7.3 Emergency response facilities  
7.4.7.4 Control facilities 
7.4.7.5 Displays  
7.4.7.6 Monitoring accident conditions  
7.4.7.7 Systems for alarm annunciation  
7.4.7.8 Recording system for historical data  



 NEA/CSNI/R(2008)13 

 69

A-8. DETAILED SAFETY FUNCTIONS OF COMPUTER-BASED SYSTEMS 

GUI Navigation 
The detailed safety functions of computer-based systems are parameters of the system entity, and are 
accessible on the Edit System page.  Each system may implement several safety functions. 

The navigation path for specifying the safety functions of a system is: 
 Event Submission: select event and click the Edit Event button 
  Edit Event: click Edit Systems button 
   Edit Systems: click hyperlink to a system 

Any system associated to a basic event (COMPSIS event, cause, or consequence) is also available 
through the Edit Basic Event page. 

Note also that on the System page the safety functions of a given system are specified. In addition, 
the failed safety function of a system is set on the Edit Basic Event page for the relevant 
Event/Cause/Consequence. 

The navigation path for specifying the failed safety functions of a COMPSIS Event is: 
 Event Submission: select event and click the Edit Event button 
  Edit Event: click Edit Details button 

The navigation path for specifying the failed safety functions of a Cause/Consequence is: 
 Event Submission: select event and click the Edit Event button 
  Edit Event: click Edit [Cause/Consequence] Analysis button 
   Cause/Consequence Analysis: click hyperlink to a Cause/Consequence 

If possible, more detailed safety functions in addition to those in Chapter 7 may be addressed. The field 
values in Table 23 can be applied. As an option, a new code can be defined by free text. 

Table 23:  Field values for detailed safety functions of computer-based systems 

Value no. Field values for detailed safety functions of computer-based systems 
8.1 Safety functions directly related to plant functions 
8.1.1 Control of reactivity 
8.1.1.1 Provide for normal reactivity control within safe limits 
8.1.1.2 Prevent unacceptable reactivity transients 
8.1.1.3 Shut down the reactor as necessary to prevent anticipated operational occurrences 

from leading to design-basis accident conditions 
8.1.1.4 Shut down the reactor to mitigate the consequences of accident conditions 
8.1.1.5 Maintain the reactor in a safe shutdown condition after all shutdown actions 
8.1.2 Heat removal/mass-balance 
8.1.2.1 Remove heat from the core during power operations 
8.1.2.2 Remove residual heat in appropriate operational states and design-basis accident 

conditions with the reactor coolant boundary intact 
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Value no. Field values for detailed safety functions of computer-based systems 
8.1.2.3 Maintain sufficient coolant inventory for core cooling in normal operational states 

and following any postulated initiating events (to achieve mass-balance) 
8.1.2.4 Remove heat from the core after a failure of the reactor coolant pressure boundary 

in order to limit fuel damage 
8.1.2.5 Transfer heat to the ultimate heat sink from intermediate heat sinks used in 

removing heat from the core 
8.1.3 Confinement/physical barrier integrity 
8.1.3.1 Maintain the integrity of the cladding for the fuel in the reactor core 
8.1.3.2 Maintain the integrity of the reactor coolant pressure boundary 
8.1.3.3 Limit the release of radioactive materials and minimize the exposure of the public 

and personnel to radiation 
8.2 Other safety functions 
8.2.1 Primary functions 
8.2.1.1 Protection functions 
8.2.1.2 Control functions 
8.2.1.3 Monitoring and display functions 
8.2.1.4 Testing functions 
8.2.2 Service functions 
8.2.2.1 Supply of electric functions 
8.2.2.2 Supply of pneumatic or hydraulic functions 
8.2.2.3 Supply of data communication functions 
8.2.2.4 Supply of monitoring and testing functions 
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A-9. STRUCTURE OF THE COMPUTER-BASED SYSTEMS 

GUI Navigation 
The structure of the computer-based systems are parameters of the System entity, and are accessible 
on the Edit System page. 

The navigation path is: 
 Event Submission: select event and click the Edit Event button 
  Edit Event: click Edit Systems button 
   Edit Systems: click hyperlink to a system 

Any system associated to a basic event (COMPSIS event, cause or consequence) is also available 
through the Edit Basic Event page. 

9.1 Layers of the computer-based system 

The failed layer of the complex systems shall be recorded (see Figure 1). This is a mandatory field for each 
system identified. The field values in Table 24 can be applied. As an option, a new code can be defined by free 
text. 

Table 24:  Field values for the layers of the computer-based system 
Value no. Field values for the layers of the computer-based system
9.1.1 Application layer 
9.1.2 Communication layer 
9.1.3 Process layer 

9.2 Elements of the computer-based system 

The failed element of the computer-based systems shall be recorded (see Figure 1).  This is a mandatory 
field for each system identified.  The field values in Table 25 can be applied. As an option, a new code can 
be defined by free text. 

Table 25:  Field values for the elements of the computer-based system 
Value no. Field values for the elements of the computer-based system
9.2.1 Computer hardware 
9.2.1.1 Electronic parts 
9.2.1.2 Electromechanical parts 
9.2.2 Computer software 
9.2.2.1 Offline software 
9.2.2.1.1 System software (development tools, utility programs, etc.) 
9.2.2.1.2 Application software 
9.2.2.2 Online software 
9.2.2.2.1 System software (operating system, communication software, etc.) 
9.2.2.2.2 Application software (real-time software, embedded software, information software, etc.) 
9.2.3 Firmware (programs stored on non-volatile storage, such as ROM or PROM)  
9.2.4 Data 
9.2.5 Documentation 
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A-10. STATUS 

GUI Navigation 
The status parameters include both the status (before and after an event) of the plant (facility) and the 
status (before and after) of one or more computer-based systems associated with a COMPSIS 
event/cause/consequence. 

The navigation path to the Plant Status is: 
 Event Submission: select event and click the Edit Event button 
  Edit Event: click Edit Facility Information button 

The navigation path to the computer-based status of a COMPSIS Event is: 
 Event Submission: select event and click the Edit Event button 
  Edit Event: click Edit Details button 

The navigation path to the computer-based status of a Cause/Consequence is: 
 Event Submission: select event and click the Edit Event button 
  Edit Event: click Edit [Cause/Consequence] Analysis button 
   Cause/Consequence Analysis: click hyperlink to a Cause/Consequence 

10.1 Plant status 

The field values in Table 26 can be applied. As an option, a new code can be defined by free text. 

Table 26:  Field values for the plant status 

Value no. Field values for the plant status
10.1.1 On power 
10.1.1.1 Full allowable power 
10.1.1.2 Reduced power (including zero power) 
10.1.1.3 Raising power or starting up 
10.1.1.4 Reducing power 
10.1.1.5 Refueling on power 
10.1.2 Hot shutdown (reactor subcritical) 
10.1.2.1 Hot standby (coolant at normal operating temperature) 
10.1.2.2 Hot shutdown (coolant below normal operating temperature) 
10.1.3 Cold shutdown (reactor subcritical and coolant temperature < 93°C) 
10.1.3.1 Cold shutdown with closed reactor vessel 
10.1.3.2 Refueling or open vessel (for maintenance) 
10.1.3.2.1 Refueling or open vessel − all or some fuel inside the core 
10.1.3.2.2 Refueling or open vessel − all fuel out of the core 
10.1.3.3 Mid-loop operation (PWR) 
10.1.4 Construction 
10.1.4.1 Preoperational 
10.1.4.2 Startup test 
10.1.4.3 Commissioning 
10.1.5 Testing or maintenance being performed 
10.1.6 Decommissioning 
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10.2 Computer-based system status 

The field values in Table 27 can be applied. As an option a new code can be defined by free text. 

Table 27:  Field values for the computer-based system status 

Value no. Field values for the computer-based system status
10.2.1 Operation 
10.2.2 Standby 
10.2.3 Maintenance/modification 
10.2.4 Periodic test 
10.2.5 Commissioning (e.g. after upgrade of the computerized system) 
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A-11. EFFECTS ON PLANT OPERATION 

GUI Navigation 
The effects on Plant Operation parameter applies to the COMPSIS event. 

The navigation path to the Effect of Plant Operation for a COMPSIS Event is: 
 Event Submission: select event and click the Edit Event button 
  Edit Event: click Edit Severity and Effects button 

The navigation path to the Effect of Plant Operation for a Cause/Consequence is: 
 Event Submission: select event and click the Edit Event button 
  Edit Event: click Edit [Cause/Consequence] Analysis button 
   Cause/Consequence Analysis: click hyperlink to a Cause/Consequence 
    Edit Basic data structure: click Edit Severity and Effects button 

For effects on plant operation the field values in Table 28 can be applied: 

Table 28:  Field values for the effects on plant operation 

Value no. Field values for the effects on plant operation
11.1 Unidentified or no significant effect on operation or not relevant 
11.2 Reactor scram 
11.2.1 Automatic reactor scram 
11.2.2 Manual reactor scram 
11.3 Controlled shutdown 
11.4 Load reduction 
11.4.1 Automatic load reduction 
11.4.2 Manual load reduction 
11.5 Activation of engineered safety features 
11.6 Challenge to safety or relief valve 
11.6.1 Challenge to safety or relief valve in the primary circuit 
11.6.2 Challenge to safety or relief valve in the steam or condensate cycle 
11.7 Unanticipated or significant release of radioactive materials 
11.7.1 Unanticipated or significant release of radioactive materials outside the plant 
11.7.2 Unanticipated or significant release of radioactive materials inside the plant 
11.8 Unplanned or significant radiation exposure of personnel or public 
11.9 Personnel or public injuries 
11.10 Outage extension 
11.11 Exceeding technical specification limits 
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A-12. DEFICIENCY CHARACTERISTICS 

GUI Navigation 
The high-level deficiency characteristics apply only to the COMPSIS Event. 

The navigation path to the HLFC for a COMPSIS Event is: 
 Event Submission: select event and click the Edit Event button 

The low-level deficiency characteristics are parameters of the basic data structure entity, and are 
accessible on the Edit Basic Event page which applies to the COMPSIS event (reported event) and all 
causes and consequences. 

The navigation path to the LLFC for a COMPSIS Event is: 
 Event Submission: select event and click the Edit Event button 
  Edit Event: click Edit Details button 

The navigation path to the LLDC for a Cause/Consequence is: 
 Event Submission: select event and click the Edit Event button 
  Edit Event: click Edit [Cause/Consequence] Analysis button 
   Cause/Consequence Analysis: click hyperlink to a Cause/Consequence 

12.1 High-level deficiency characteristics 

For each COMPSIS event, the high-level deficiency characteristics should be recorded.  Each high-
level deficiency characteristic should be recorded if the high-level deficiency is either an actual high-
level deficiency or a potential high-level deficiency.  The value actual is applied as the default value. 

For both the actual and the potential high-level deficiencies the field values in Table 29 can be applied. 
As an option, a new code can be defined by free text. 

Table 29:  Field values for the high-level deficiency characteristics 

Value no. Field values for the high-level deficiency characteristics
12.1.1 Degraded fuel 
12.1.2 Degraded reactor coolant boundary 
12.1.3 Degraded reactor containment 
12.1.4 Loss-of-safety function 
12.1.5 Significant degradation of safety function 
12.1.6 Failure or significant degradation of the reactivity control 
12.1.7 Failure or significant degradation of plant control 
12.1.8 Failure or significant degradation of heat removal capability 
12.1.9 Loss of offsite power 
12.1.10 Loss of onsite power 
12.1.11 Transient 
12.1.11.1 Power transient 
12.1.11.2 Temperature transient 
12.1.11.3 Pressure transient 
12.1.11.4 Flow transient 
12.1.11.5 Other transient 
12.1.12 Physical hazards (internal or external to the plant) 
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Value no. Field values for the high-level deficiency characteristics
12.1.13 Discovery of major condition not previously considered or analysed 
12.1.14 Fuel-handling incident 
12.1.15 Radiation waste incident 
12.1.16 Security, safeguards, sabotage or tampering incident 

12.2 Low-level deficiency characteristics 

For each COMPSIS event, the low-level deficiency characteristics could be recorded.  Each low-level 
deficiency characteristic should be recorded if the high-level deficiency is either an actual high-level 
deficiency or a potential high-level deficiency.  The value actual is applied as default value. 

For both the actual and the potential high-level deficiencies the field values in Table 30 can be applied. 
As an option, a new code can be defined by free text. The failure should be described in terms of 
equipment behaviour (Section 12.2.6) and dependency (Section 12.2.7). 

Table 30:  Field values for the low-level deficiency characteristics 

Value no. Field values for the low-level deficiency characteristics
12.2.1 Hardware failure type 
12.2.1.1 Systematic failure 
12.2.1.2 Nonsystematic failure 
12.2.2 Software failure/fault type 
12.2.2.1 Primary fault  
12.2.2.1.1 Documentation (comments, messages) 
12.2.2.1.2 Syntax (spelling, punctuation, typos, instruction formats) 
12.2.2.1.3 Build, Package (change management, library, version control) 
12.2.2.1.4 Assignment (declaration, duplicate names, scope, limits) 
12.2.2.1.5 Interface (procedure calls and references, I/O, user formats) 
12.2.2.1.6 Checking (error messages, inadequate checks) 
12.2.2.1.7 Data (structure, content) 
12.2.2.1.8 Function (logic, pointers, loops, recursion, computation, function defects) 
12.2.2.1.9 System (configuration, timing, memory) 
12.2.2.1.10 Environment (design, compile, test, other support system problems) 
12.2.3 Secondary fault  
12.2.4 Command fault  
12.2.5 Middleware failure/fault type 

The field values for equipment behaviour are given in Table 31.  As an option, a new code can be 
defined by free text. 

Table 31:  Field values for equipment behaviour 

Value no. Field values for equipment behaviour
12.2.6.1 Transient failure/fault  
12.2.6.2 Intermittent failure/fault  
12.2.6.3 Permanent failure/fault  
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The field values for dependency are given in Table 32.  As an option, a new code can be defined by 
free text. 

Table 32:  Field values for dependency 

Value no. Field values for dependency
12.2.7.1 Single fault/error/failure 
12.2.7.2 Multiple fault/error/failure 
12.2.7.2.1 Independent 
12.2.7.2.2 Dependent 
12.2.7.3 Common-cause failure 
12.2.7.4 Systematic 

For common-cause failures, the definition NUREG/CR-6268, “Common-Cause Failure Data 
Collection and Analysis System,” Revision 1, issued September 2007 can be used (“A dependent 
failure in which two or more component fault states exist simultaneously, or within a short time 
interval, and are a direct result of a shared cause”). 

Items can be faults/errors/failures in systems (digital and/or analogue) that interact in a significant or 
unforeseen manner.  They can for example, be classified according to “source” and “target” systems or 
other characteristics as in the following 

• digital to digital 

• digital to analogue 

• analogue to digital 

• analogue to analogue 

These additional comments on the failure can be recorded through free text. 
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A-13. SEVERITY LEVEL 

GUI Navigation 
The severity level parameters apply to the COMPSIS event (same as for effects on plant operations). 

The navigation path to the Severity Level for a COMPSIS Event is: 
 Event Submission: select event and click the Edit Event button 
  Edit Event: click Edit Severity and Effects button 

The navigation path to the Severity Level for a Cause/Consequence is: 
 Event Submission: select event and click the Edit Event button 
  Edit Event: click Edit [Cause/Consequence] Analysis button 
   Cause/Consequence Analysis: click hyperlink to a Cause/Consequence 
    Edit Basic data structure: click Edit Severity and Effects button 

The severity level has three attributes: impact on people, impact on facility, and impact on environment. 

For impact on people the field values in Table 33 can be applied.  As an option, a new code can be 
defined by free text. 

Table 33:  Field values for impact on people 

Value no. Field values for impact on people
13.1.1 Catastrophic – Death 
13.1.2 Critical – Severe injury/illness, requires medical care (lengthy convalescence and/or 

permanent impairment) 
13.1.3 Marginal – Minor injury/illness, requires medical care but no permanent impairment 
13.1.4 Negligible – Superficial injury/illness, little or no first aid treatment 
13.1.5 None 

For impact on facility the field values in Table 34 can be applied.  As an option, a new code can be 
defined by free text. 

Table 34:  Field values for impact on facility 

Value no. Field values for impact on facility
13.2.1 Catastrophic - System loss, cannot be repaired, requires salvage or replacement 
13.2.2 Critical - Major system damage, loss of mission 
13.2.3 Marginal – Loss of non-primary mission 
13.2.4 Negligible - Less than minor system damage, disabled less than one day 
13.2.5 None 
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For impact on environment the field values in Table 35 can be applied.  As an option, a new code can 
be defined by free text. 

Table 35:  Field values for impact on environment 

Value no. Field values for impact on environment
13.3.1 Catastrophic - Severe environmental damage 
13.3.2 Critical - Major environmental damage 
13.3.3 Marginal - Minor environmental damage 
13.3.4 Negligible - Less than minor environmental damage 
13.3.5 None 
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A-14. CORRECTIVE ACTIONS 

GUI Navigation 
The corrective actions parameter applies to each cause. 

The navigation path is: 
 Event Submission: select event and click the Edit Event button 
  Edit Event: click Edit Corrective Actions button 

If a corrective action has been performed, the type of action should be recorded.  The field values in 
Table 36 can be applied.  As an option, a new code can be defined by free text. 

Table 36:  Field values for corrective actions 

Value no. Field values for corrective actions
14.1 No correction  
14.2 Correction by human action 
14.2.1 Shutdown 
14.2.2 Repair 
14.2.3 Replacement 
14.2.4 Reset 
14.3 Correction by automatic plant action or by design 
14.3.1 Shutdown 
14.3.2 Reset 
14.4 Long-term corrective action 
14.5 Short-term corrective action 
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A-15. RECOVERY ACTIONS 

GUI Navigation 
The recovery actions parameter applies to each consequence. 

The navigation path is: 
 Event Submission: select event and click the Edit Event button 
  Edit Event: click Edit Recovery Actions button 

If a recovery action has been reported, the type of action should be recorded.  The field values in Table 
37 can be applied.  As an option, a new code can be defined by free text. 

Table 37:  Field values for recovery actions 

Value no. Field values for recovery actions
15.1 No recovery 
15.2 Recovery by human action 
15.2.1 Shutdown 
15.2.2 Repair 
15.2.3 Replacement 
15.2.4 Reset 
15.3 Recovery by automatic plant action or by design 
15.3.1 Shutdown 
15.3.2 Reset 
15.4 Long-term recovery action 
15.5 Short-term recovery action 
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A-16. DETECTION 

If detection has been reported, the type of detection should be recorded.  The field values in Table 38 
can be applied.  As an option, a new code can be defined by free text. 

Table 38:  Field values for detection 

Code no. Field values for detection 
DE Demand event    
MA Maintenance/test   
MC Monitoring in control room  
MW Monitoring on walkdown  
TA Test during annual overhaul  
TI Test during operation  
TL Test in laboratory 
TU Unscheduled test 
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A-17. CLASSIFICATION OF MANIFEST EVENTS 

These are events that already have resulted in system operation deficiencies.  They can be classified 
with regard to the particular stage of the development process, particular functional or operational 
requirement(s) at a certain stage, particular structure (subsystem or component) at a certain stage, and 
finally, particular system activity/analysis. 
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A-18. CLASSIFICATION OF LATENT EVENTS 

These are events that have resulted in system condition deficiencies, but not yet in system operation 
deficiencies.  They can be classified with regard to the particular stage of the development process, 
particular functional or operational requirement(s) at a certain stage, particular structure (subsystem or 
component) at a certain stage, and finally, particular system activity/analysis. 
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A-19. OTHER CODES 

19.1 Country codes 

Each country has a two-letters code4. Codes used in COMPSIS are defined in ISO 3166 (see, for example 
http://www.unemed.net/edocs/countryv2.jsp).  A starting list is the field values in Table 39 (other countries 
will be added as they join COMPSIS): 

Table 39:  Field values for country codes 

Code no. Field values for country codes 
CH Switzerland 
DE Germany 
FI Finland 
HU Hungary 
JP Japan 
KR Republic of Korea 
SE Sweden 
SK Slovakia 
TW Chinese Taipeh 
US United States of America 

19.2 Facility types 

The facility type has the values in Table 40 

Table 40:  Field values for facility types 

Code no. Field values for country codes 
BWR Boiling-Water Reactor 
FBR Fast Breeder Reactor 
FCF Fuel Cycle Facility 
GCR Gas-Cooled Reactor 
GCR_GR Gas-Cooled Reactor (graphite) 
GCR_AGR Gas-Cooled Reactor (heavy-water moderated) 
GCR_HTGR Gas-Cooled Reactor (heavy-water moderated) 
GCR_HWGCR Gas-Cooled Reactor (heavy-water moderated) 
GEN Generic Report (reactor type is irrelevant) 
HWLWR Heavy-Water Moderated, Boiling Light-Water-Cooled Reactor 
LWGR Light-Water-Cooled, Graphite-Moderated Reactor (e.g. RBMK) 
PBMR Pebble Bed Modular Reactor 

                                                      
4 Information needed in the NPP table can be made available by obtaining them from other databases (e.g., the one established by 

IAEA). Thus, the data can be entered automatically once the plant code is entered by the user.  
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PHWR Heavy-Water-Moderated, Pressure Tube Reactor 
PWR Pressurised-Water Reactor (no further specifics) 
PWR_WWER Pressurised-Water Reactor 
RES Research Reactor 
SGHWR Steam Generating Heavy-Water Reactor 

19.3 NPP operation states 

An NPP can have one of the operation states given in Table 41. 

Table 41:  Field values for NPP operation states 

Code no. Field values for NPP operation states 
InOp Under Construction 
UndCon In Operation 
ShDown Shut Down 
UndDec Under Decommissioning 
'Dec Decommissioned 
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A - APPENDIX A. EXAMPLE OF AN EVENT REPORT 

Faulted Secondary Side Power Reduction with Blocked Control Rod Insertion 

This report describes the event “DE/ANONYM/Dummi”.  Information here reported is structured 
according to the COMPSIS guidelines. 

COMPSIS Event Identifier: “DE/ANONYM/Example” 

National Identifier: “Example” 

Version: 1 

Data provider: Hartmuth Heinsohn 

Stage: public 

1. General Information  

Description 

Unit 1 of the NPP plant was operating at 93 % nominal load (stretch-out operation, 770 Mwe, 
299 Â°C) prior to the event.  With the intent of repairing a faulty ionisation chamber of the neutron 
flux instrumentation the corresponding movable out-of-pile detector assembly of the external core 
instrumentation was to be pulled out. Therefore, simulations were carried out in the digital control 
system of the limitation system. 

This caused a malfunction in the limitation system for reactor operation which occurred at about 
09:30 hours and led, i.e., to a fast drop in generator output and at the same time to a blocking of both 
the control rod insertion and the driving of the control rods. Thereby, the control rods had also become 
inoperable as actuators for the safety-related protective limitation system. 

Detection 

Additional Information 

In the course of project design and planning of the isolation simulation, quality assurance measures 
which should have ensured undisturbed operation at safety level 1 were limited in their effectiveness. 

The present case was an event at safety level 2 with a challenge of the corresponding limitation 
systems with digital instrumentation and control. These systems were partly ineffective. Among other 
things, there was a failure of 14 minute duration of safety-related protection limitations for preventing 
excessive core power densities and excessive fuel clad loading. 

With respect to accident control, safety level 3 with the reactor protection system remained 
unrestrictedly available. During the event the plant performed as designed. In the course of the event, 
due to the favorable initial condition (stretch-out-operation with 93 % reactor nominal power) none of 
the limit values of the reactor protection system were reached. In case of operation at nominal power 
an automatic scram would probably have been initiated by the reactor protection system. 
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High Level Deficiency Characteristics 

2.1.5  Significant degradation of safety function ( Actual )  known fact  

12.1.7  Failure or significant degradation of plant control ( Actual )  known fact  

12.1.11.1  Power transient ( Actual )  known fact 

2. Plant Information 

FACILITY: Anonymous plant 
The facility was in operation at the time of the event. 

Plant Status: 

 Before Incident 

10.1.1.1  Full allowable power  known fact  

 After Incident 

10.1.1.2  Reduced power (including zero power)  known fact  

Facility Additional Features:  

The Anonymous plant is a PWR  

3. Severity and Effects 

Effects on Operation 

11.4  Load reduction  known fact  

Severity Levels 

People 

13.1.5  None  known fact  

Facilities 

13.2.2  Critical: major system damage, loss of mission  known fact  

Environment 

13.3.5  None  known fact  
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4. Details on the reported event 

Symptoms: 

In the NPP unit the circuit logic swould inevitably lead to the malfunctions in the limitation system 
that had caused the event because of the three faulty simulated signals from the movable ex-core 
detector assembly.  

Dates: 

 Occurred:  2000/05/10 
 Discovered:  2000/05/10 
 Reported:  2000/05/10 

Low Level Deficiency Characteristics 

12.2.2.1.6  Checking (error messages, inadequate checks)  known fact  

12.2.4  Command fault  known fact  

Failure Description 

 Temporal Behaviour: 

12.2.6.3  Permanent failure/fault  known fact  

 Dependency: 

12.2.7.3  Common cause failure  known fact  

5. Systems involved in the event 

In this section the systems involved in the COMPSIS Event are briefly described.  

List of involved systems: 

• limitation system 

System: limitation system 

The limitation system covers the following functions:  

• Operational limitations: The operational limitation function limits process variables to 
given values with the goal to increase plant availability. 

• Protective limitations: The protective limitation function triggers protection actions with 
the coal to limit safety variables to such values that the plant can continue its normal 
operation process. 

• Conditional limitations: The conditional limitation function limits process variables to such 
values that the analysed start-up conditions of the DBE are not overstepped. 
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Classification 

Safety Relevance (IAEA):  
  
7.1.2.1  Safety related items or systems  known fact  

Safety Relevance (IEC):  
  
7.2.3  I&C functions of category B  known fact  

Other Safety classification:  
  

Function: 

7.4.5  Limitation systems  known fact  

Structure of the Computerised System 

Layer: 

9.1.1  Application layer  known fact  

Element: 

9.2.2.1.2  Application software  known fact  

Detailed Safety Functions 

8.1.1.1  Provide for normal reactivity control within safe limits  known fact  

8.1.1.2  Prevent unacceptable reactivity transients  known fact  

6. Cause Analysis 

Description: 

The corresponding 'reactor power limitation' has been upgraded in 1998 from hard wire to 
software-based digital control circuitry. 

The design of the I&C functions of the new control system had not taken into account that all four 
ionisation chambers of an individual movable out-of-pile detector assembly of the power range 
neutron flux ex-core instrumentation (configuration is shown in attached figure) would mutually be 
pulled out for maintenance. 

In the unit of the circuit logic realised would inevitably lead to the malfunctions in the limitation 
system that had caused the event because of the three faulty simulated signals from the movable 
ex-core detector assembly. 
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The preceding tests and commissioning tests of the digital instrumentation and controls had left the 
erroneus logic undetected. Obviously only the simulation for individual ionisation chamber had been 
checked. 

A simulation procedure for exchanging the entire movable ex-core detector assembly - including all 
four ionisation chambers - has not been projected and, hence, not been tested.  

In the unit and in other nuclear power plants the withdrawal of the movable ex-core detector assembly 
is permitted during power operation. In the case of the NPP, however, it is important to note that only 
two power-distribution detectors are available (in-core lances housed within assemblies) and that, 
since the changeover to software based digital system, the neutron flux ex-core instrumentation is 
additionally used to determine the power density distribution. 

List of Causes and their relationships 

Causal relationship 
to Cause Consequences of 

-  System design fault --- barriers ---> reported event  

-  System requirement fault --- barriers ---> reported event  

 reported event --- barriers ---> Faulty state propagation 

Details about each cause follow. 

Details about the reported event are already in section 4. 

Root Cause: System design fault 

Description: 

In order to exclude disturbances coming from undefined signals when extracting a movable ex-core 
detector assembly during power operation, at the NPP the signals in the four signal processing layers 
(redundancy sections) of the assembly are rendered ineffective by simulation of the digital 
instrumentation and controls.  

This is brought about by the input of signal specific instruction-sets at the central command terminal. 
The instruction sets change the status of the respective signal to "faulty" leaving the actual value of the 
signal intact.  

The intent of changing the signal status to "faulty" is that this signal would no longer be considered by 
the digital instrumentation and controls in the signal formation for the power density distribution. 
During the event in question the signals characterised as "faulty" were propagated via this "second" 
logic to the actuation level of the limitation system and, i.e., gave rise to the reduced set-point signal 
value for generator power and to the blocking of the control rods. The propagation of "faulty" signals 
was not adequately taken into account during the planning of the maintenance measures for the 
movable ex-core detector assembly. 

Dates: 

 Occurred:  2000/05/10 
 Discovered:  2000/05/10 

Low Level Deficiency Characteristics 

No low level deficiency characteristics set for this basic event. 
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Failure Description 

 Temporal Behaviour: 

12.2.6.3  Permanent failure/fault  known fact  

 Dependency: 
12.2.7.3  Common cause failure  known fact  

Involved System: limitation system 

System Status  

 Before accident: 

10.2.1  Operation  known fact  

 After accident: 

10.2.1  Operation  known fact  

Details about Failed Safety Functions 

8.1.1.2  Prevent unacceptable reactivity transients  known fact  

Life Cycle 

 Life Cycle Stage: 

6.1.2  Design and implementation phase  known fact  

 Life Cycle Supporting Activity: 

6.2.3  Change and configuration management  known fact  

Root Cause: System requirement fault 

Description:  

Failure in the system requirement specification. A simulation procedure for exchanging the entire 
movable ex-core detector assembly - including all four ionization chambers - had not been projected 
and, hence not been tested. 

Dates: 

 Occurred:  2000/05/10 
 Discovered:  2000/05/10 

Low Level Deficiency Characteristics 

12.2.2.1  Primary fault  known fact  
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Failure Description 

 Temporal Behaviour: 

12.2.6.3  Permanent failure/fault  known fact  

 Dependency: 

12.2.7.3  Common cause failure  known fact  

Involved System: limitation system 

System Status  

 Before accident: 

10.2.1  Operation  known fact  

 After accident: 

10.2.1  Operation  known fact  

Details about Failed Safety Functions  

8.1.1.1  Provide for normal reactivity control within safe limits  known fact  
8.1.1.2  Prevent unacceptable reactivity transients known fact 

Life Cycle 

 Life Cycle Stage: 

6.1.1 Requirement specification phase  known fact  

 Life Cycle Supporting Activity: 

6.2.3 Change and configuration management  known fact  

7. Consequence Analysis 

Description: 

A malfunction in the limitation system for reactor operation has happened and led, i.e., to a fast drop 
in generator output and at the same time to a blocking of both the control rod insertion and the driving 
of the control rods. Thereby, the control rods had also become inoperable as actuators for the safety-
related protective limitation system. 

List of Consequences and their relationships 

Causal relationship to Consequence Consequences of it 
The following cause(s): 
Reported event,  
contribute(s) to the cause in the following way
Logic:  
Syncronization:  
Timing:  

Faulty state propagation  

Details about each cause follow 



 NEA/CSNI/R(2008)13 

 95

Observed Consequence: Faulty state propagation 

Description: 

During the event in question the signals characterized as “faulty” were propagated via a “second” 
logic to the actuation level of the limitation system and, i.e., gave rise to the reduced set point signal 
value for generator power and to the blocking of the control rods.  

The propagation of “faulty” signals was not adequately taken into account during the planning of the 
maintenance measures for the movable ex-core detector assembly. 

Dates: 

 Occurred:  2000/05/10 
 Discovered:  2000/05/10 

Low Level Deficiency Characteristics 

No low level deficiency characteristics set for this basic event. 

Failure Description 

 Temporal Behaviour: 

12.2.6.3  Permanent failure/fault  known fact  

 Dependency: 

12.2.7.3  Common cause failure  known fact  

Involved System: limitation system 

System Status  

 Before accident: 

---  

 After accident: 

---  

Details about Failed Safety Functions  

Life Cycle  

 Life Cycle Stage: 

---  

 Life Cycle Supporting Activity: 

---  
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8. Corrective Actions 

Description:  

Following the event, the plant operator has modified the engineering instruction for instrumentation 
and control simulation, and has added additional modules to block signals of "faulty" status into the 
digital instrumentation and controls. These modules have the effect of limiting the propagation of 
signals with the "fault" status. This prevents an erroneous drop in the set point for generator power and 
blocking of control rods during simulation for withdrawing a movable ex-core detector assembly. 
Furthermore, it is planned that blocking of signals with "faulty" status will be characteristically 
marked in the functional logic diagrams. The introductory part to the documentation of the functional 
modules will contain a special note on the propagation and limitation of "fault" signals. The hysteresis 
for setting and erasing the limit value "corrected reactor power minus generator power >25 %" will be 
reduced with the aim of avoiding a control rod insertion in the future, as it occurred upon power 
increase following cancellation of the simulations. 

9. Recovery actions 

Description: 

10. Lessons learned 

1. Operation modes  

The requirement specification must consider all operation modes including repair and simulation. 

2. Life cycle  

Maintenance activities including signal simulations have be considered throughout the whole life cycle 
model of software based I&C. That means that all allowed maintenance activities have to be 
considered, throughout the lifecycle process from the first system development process of the system. 
Otherwise the process steps concerned with importance to the maintenance activity have to be 
repeated. 

11. Attachments 

Available electronic files to further document the event. They can be downloaded separately on the 
WEB site. 
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APPENDIX B 

NEA/SEN/SIN/COMPSIS(2007)1 
Organisation de Coopération et de Développement Economiques 
Organisation for Economic Co-operation and Development 29-Jun-2007  
________________________________________________________________________________English text only 
NUCLEAR ENERGY AGENCY  

Committee on the Safety of Nuclear Installations 
Computer-Based Systems Important to Safety 

OECD EXCHANGE OF OPERATING EXPERIENCE CONCERNING 
COMPUTER-BASED SYSTEMS IMPORTANT TO SAFETY (COMPSIS) PROJECT 

TERMS AND CONDITIONS FOR PROJECT OPERATION 2008-2010 

Final 26.06.2007 
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ESTABLISHMENT OF THE COMPSIS PROJECT 

1) A number of Member countries of the Nuclear Energy Agency of the Organisation for Economic 
Co-operation and Development (hereafter called the “OECD/NEA”) decided to establish the “OECD 
Exchange of Operating Experience concerning Computer-based Systems Important to Safety 
Project” (hereafter called the “COMPSIS Project” or the “Project”) under the auspices of the OECD 
NEA Committee on the Safety of Nuclear Installations (CSNI). In 2004, CSNI formally approved 
the carrying out of this Project, following which the Project has successfully operated over 
3 consecutive years from 2005 to 2007. These Terms and Conditions constitute a legally binding 
Agreement for all those who have signed and returned the Standard Acceptance Form pursuant to 
paragraph 28, and shall apply to the second consecutive  term of the Project beginning on 
January 1st, 2008 and ending on December 31st, 2010.  

2) The objectives of the COMPSIS Project are to:  

a) Define a format and collect software and hardware fault experience in computer based safety 
critical NPP systems (hereafter called “COMPSIS events”) in a structured, quality assured and 
consistent database; 

b) Collect and analyse COMPSIS events over a long term so as to better understand such events, 
their causes, and their prevention; 

c) Generate insights into the root causes and contributors of COMPSIS events which can then be 
used to derive approaches or mechanisms for their prevention or for mitigating their 
consequences; 

d) Establish a mechanism for an efficient feedback of experience gained in connection with 
COMPSIS events including the development of defences against their occurrence, such as 
diagnostics, tests & inspections; and 

e) Record event attributes and dominant contributors so that a basis for national risk analysis of 
computerised systems is established. 

SCOPE OF THE PROJECT 

3) The COMPSIS Project is envisaged to include COMPSIS Events in relevant NPP systems, including 
both software and hardware related ones. COMPSIS Events are defined in the COMPSIS Coding 
Guidelines. These Guidelines describe the database framework and data input needs. However, the 
number of events is rather limited, which makes international co-operation necessary. This also 
allows controlling the volume of the effort. 

4) The Project shall take full benefit of the experience gained in national event databanks and Licensee 
Event Report (LER) collection systems. They will be one of the principal sources of information. 
Possibilities to extend the information exchange to events of interest in other NPP records, e.g. 
maintenance databases, will be investigated by the Steering Group and the Coding Guidelines will 
be updated accordingly, if applicable. 

5) The Project has also developed a procedure for updating the database. The Project aims are to 
provide the participants with engineering insights that they may use both for qualitative and, in 
future, also for quantitative analyses. 
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PROJECT PARTICIPANTS 

6) Participation in the COMPSIS Project shall be open to the Government of any OECD NEA member 
country or to any national agency or public or private organisation proposed by such Government 
which indicates its agreement to these Terms and Conditions and which assumes the same rights and 
obligations as the other Participants in the Project. 

7) The Project has two types of Participants: Signatories and Associate Members. The Signatories 
undertake to lead data collection and reporting tasks, steer Guideline and Database development and, 
consequently, have representation and voting rights within the Steering Group. Associate members 
are expected to take a fair share in the activities of the Project and contribute to the database, but 
they are not expected to take a leading role and they do not have voting rights within the  Steering 
Group. 

8) An entity wishing to participate in the COMPSIS Project may indicate its interest to the Steering 
Group. Approval of such entity as a Signatory or Associate Member shall require the consent of all 
Steering Group members. If approved, the entity concerned shall indicate its agreement to participate 
in the COMPSIS Project in accordance with the Terms and Conditions set out herein by written 
correspondence addressed to the Director-General of the OECD/NEA. New Participants shall be 
required to pay an entry fee as stipulated in Paragraph 19. 

9) When a Participant terminates its involvement in the Project prior to the end of the term of the 
Project, it shall not be entitled to any return or reimbursement of its entry or participation fees. 

IMPLEMENTATION OF THE PROJECT 

10) The Project will be operated under the auspices of the OECD/NEA. For this purpose, the 
OECD/NEA will be invited to nominate a responsible secretary from among the administrators of its 
Nuclear Safety Division. The NEA Secretariat  will be invited to provide secretariat and 
administrative services in connection with the funding of the Project, such as calling for 
contributions, paying the expenses of the Operating Agent referred in paragraphs 13-15, preparing  
overall budgets, keeping the financial accounts of the Project and submitting them to the Steering 
Group. The NEA Secretariat shall be invited to carry out the collection, keeping, and disbursement 
of funds and the auditing and financial control of accounts in accordance with the applicable 
Financial Rules and Regulations of the OECD.  

11) Each Participant shall nominate a national co-ordinator who is responsible for the administration of 
the COMPSIS Project within his/her respective country.  All national co-ordinators of the 
Signatories together constitute the Steering Group. The NEA Secretariat will be invited to provide 
technical support to the Steering Group. The Steering Group shall convene on an as required basis, 
but not less than once per year. The date and location of each meeting shall be set forth in the 
previous meeting and a notice to be sent to each Signatory by the NEA Secretariat. 

12) Each Participant shall submit data on COMPSIS through its national co-ordinator referred to in 
paragraph 11 above.  The data will be collected in a databank.  The data will be input according to 
Coding Guidelines which have been specifically developed for the COMPSIS data base. The 
COMPSIS Steering Group decisions duly recorded in the minutes and kept by the NEA Secretariat 
stipulate the details of data collection and analysis. In case of any inconsistency, the Terms and 
Conditions of this Agreement shall prevail. 

13) To assure consistency of the data contributed by the national co-ordinators and guarantee continuity 
during the Project, the Signatories have agreed to establish an Operating Agent. The  Operating 
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Agent shall verify whether the information provided by the national co-ordinators complies with the 
COMPSIS Coding Guidelines,  shall  verify the correctness of the data jointly with the national co-
ordinator who has provided such data, and shall operate the databank.  

14) Within the budget approved by the Steering Group and appended to the Minutes of the 7th Meeting 
of the COMPSIS SG,  the Operating Agent will  carry out specific tasks that are described in an 
appendix to those same Minutes, such as database management, updating of Project documentation, 
and quality assurance of submitted data. The Operating Agent will document its activities for each 
task and such documentation shall contain the necessary information to allow approval by the 
Steering Group.   

15) The SG shall decide which organisation shall perform the function of the Operating Agent, and shall 
control the selection of, and services to be provided by the Operating Agent. The Steering Group 
shall have the right, at any time during the term of this Project, to audit or have audited on its behalf, 
the standard of work performed by the Operating Agent as set out herein. For the term of this 
Agreement, the Steering Group has agreed to select and retain the services of the IFE (Institute for 
Energy Technology) sector MTO Safety, in Halden (Norway), as Operating Agent. Prior to the end 
of the term of this Agreement, the Steering Group shall decide on the continued retention of the 
Operating Agent if and when it is agreed that the Project itself will continue. 

16) The database or those parts of it containing collected data in COMPSIS format will be accessible to 
those Signatories, Associated Members or other  organisations that have actually contributed data 
with a comparable coverage (subject to a decision by the COMPSIS Steering Group) to the data 
bank through their country’s national co-ordinators.  

17) The detailed manner in which the COMPSIS Project is operated is defined in the internal COMPSIS 
Operating Procedures including all the decisions of the Steering Group. Any change in the Operating 
Procedures is subject to unanimous agreement of the COMPSIS SG. 

FUNDING OF THE COMPSIS PROJECT 

18) The funding of the Project is planned to be equally shared amongst the Participants, subject to a 
contrary decision of the COMPSIS Steering Group. The national contributions will be paid to the 
NEA for reimbursement of the costs incurred by the Operating Agent and the Secretariat, it being 
agreed that the NEA has a right to receive a moderate administrative fee for its services in an amount 
to be decided by the Steering Group. 

19) The budget of the COMPSIS Project is currently based upon yearly fees of 10000 euros (€) per 
Participant. The COMPSIS Steering Group confirms the budget during the 7th COMPSIS SG 
meeting and the yearly fees but the Participants do not have to approve higher fees than the indicated 
10000 €. The COMPSIS Steering Group has the right to accept new Participants who are expected to 
pay an entrance fee (30000 € for Signatories and 10000 € for Associate Members, subject to a 
contrary decision by Steering Group). 

20) In addition to the above-mentioned contributions that are to be used exclusively for the operation of 
the COMPSIS Project, each Participant shall bear all other costs associated with its participation. 

PROPRIETARY INFORMATION 

21) Each national co-ordinator is responsible for protecting and maintaining proprietary rights in the 
information provided by him or her to the Project, including marking or otherwise indicating that 
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such information is confidential. He or she is also responsible for ensuring that any necessary legal 
arrangements are made in his/her own country to protect those proprietary rights. 

22) When data is included in the COMPSIS database, it shall be password protected and shall be 
accessible only to those who qualify under paragraph 16, it being agreed that all data in the databank 
is classified as “Confidential-COMPSIS Project” unless otherwise indicated. When they access and 
extract any data in the databank established under the COMPSIS Project, they shall mark such data 
as being “Confidential - COMPSIS Project”. 

23) The Operating Agent shall not disclose to any non-Participant, any information provided to it in the 
course of the Project which is indicated or marked as being proprietary information of one of the 
Participants. This obligation shall survive the expiration or early termination of this Agreement. 

24) If a Participant wants to withdraw from the Project, its delivered data will be kept in the database 
under the same proprietary conditions as set out in Paragraphs 21, 22 and 23. 

REPORTING 

25) The Operating Agent shall prepare bi-annual Progress Reports of the Project and distribute copies to 
the Participants. The Participants shall prepare, in co-operation with the Operating Agent, Project 
Reports for general CSNI distribution. These reports are intended to contain conclusions on the 
analysis performed whenever major steps of the Project have been completed. The COMPSIS 
Steering Group shall approve any Publication or Paper discussing the data or/and findings of the 
Project. 

FINAL PROVISIONS 

26) The provisions of paragraphs 21-24 of these Terms and Conditions shall survive the early 
termination or expiration of the term of the COMPSIS Project. 

27) These Terms and Conditions shall take effect as of 1 January 2008 and shall remain in effect for a 
three-year period up to and including 31 December 2010. They may be amended at any time by the 
unanimous decision of the Participants. Any such amendment shall be evidenced in writing and shall 
be appended to these Terms and Conditions. 

28) Participants and the Operating Agent shall indicate their acceptance of these Terms and Conditions 
by executing and returning to the Director-General of the Nuclear Energy Agency a Standard 
Acceptance Form which the NEA Secretariat shall be invited to issue for that purpose. 

29) Once the NEA Secretariat has received duly executed Acceptance Forms for these Terms and 
Condition from all Participants and from the Operating Agent, it shall give notification to that effect 
to all such Participants and to the Operating Agent. 


